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Abstract 
This thesis studies the dynamics of mantle melting during continental breakups by 
geophysical, geochemical, and numerical analyses. The first part focuses on the mantle 
melting and crustal accretion processes during the formation of the Southeast Greenland 
margin, on the basis of deep-crustal seismic data. A new seismic tomographic method is 
developed to jointly invert refraction and reflection travel times for a compressional 
velocity structure, and a long-wavelength structure with strong lateral heterogeneity is 
successfully recovered, including 30- to 15-km-thick igneous crust within a 150-km-wide 
continent-ocean transition zone. A nonlinear Monte Carlo analysis is also conducted to 
establish the absolute uncertainty of model parameters. The derived crustal structure is first 
used to resolve the origin of a margin gravity high, with new inversion schemes using both 
seismic and gravity constraints. Density anomalies producing the gravity high seem to be 
confined within the upper crust, not in the lower crust as suggested for other volcanic 
margins. A new robust framework is then developed for the petrological interpretation of 
the velocity structure of igneous crust, and the thick igneous crust formed at the continent- 
ocean transition zone is suggested to have resulted from vigorous active upwelling of 
mantle with only somewhat elevated potential temperature. In the second part, the nature 
of mantle melting during the formation of the North Atlantic igneous province is studied 
on the basis of the major element chemistry of erupted lavas. A new fractionation 
correction scheme based on the Ni concentrations of mantle olivine is used to estimate 
primary melt compositions, which suggest that this province is characterized by a large 
degree of major element source heterogeneity. In the third part, the nature of preexisting 
sublithospheric convection is investigated by a series of finite element analyses, because 
the strength of such convection is important to define the "normal" state of mantle, the 
understanding of which is essential to identify any anomalous behavior of mantle such as a 
mantle plume. The results suggest that small-scale convection is likely in normal 
asthenosphere, and that the upwelling velocity in such convection is on the order of 1- 
10 cm/yr. 
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Introductory Notes 

This thesis is composed of three parts, all of which are related to the dynamics of mantle 

melting during continental breakups. In the first part, rifting magmatism associated with 

the opening of the North Atlantic (at -60 Ma) is investigated on the basis of deep-crustal 

seismic data collected across the Southeast Greenland continental margin. A new seismic 

tomographic method is developed to jointly invert refraction and reflection travel times for 

a two-dimensional velocity structure (Chapter 1). Several key issues in travel time 
tomography such as velocity-depth ambiguity and absolute parameter uncertainty are 
identified, and a practical strategy is presented to resolve them. The derived crustal 

velocity structure is then used to investigate the origin of a conspicuous gravity high 

observed along the margin (Chapter 2). Two different inversion methods are implemented 

to utilize both seismic and gravity constraints. The igneous component of the margin 
crustal structure is a product of mantle melting during the opening of the North Atlantic, 
and a new interpretational framework is constructed to estimate the thermal and dynamical 

state of mantle based on the velocity structure of igneous crust (Chapter 3). 
In the second part, the North Atlantic igneous province, which includes the 

Greenland continental margin and the currently active Iceland hotspot, is studied to derive 
geochemical constraints on the process of mantle melting from the major element 

chemistry of erupted lavas (Chapter 4). A new fractionation correction scheme is 
developed based on the Ni concentrations of mantle olivine, and it is used to estimate the 

primary melt compositions for this igneous province using a published geochemical 
database. 

In the third part, the convective stability of asthenosphere is studied, with special 
attention to the influence of the heterogeneity in lithospheric structure. Because anomalous 
magmatism is often attributed to the anomalous state of mantle such as a mantle plume, it 
is important to first understand what the normal state of mantle is. The Earth's lithosphere 
is known to have variable thickness on a global scale, and there is a strong correlation 
between the distribution of cratons and the thickness of lithosphere. The effect of thick, 

cold cratonic lithosphere on the upper-mantle convection is first analyzed through a series 
of stability analyses (Chapter 5). The convective instability of asthenosphere beneath a 
supercontinent is then investigated as a transient cooling problem (Chapter 6). 





Chapter 1 

Crustal structure of the Southeast Greenland margin from joint 
refraction and reflection seismic tomography 

Abstract 
We present results from a combined multichannel seismic reflection (MCS) and wide- 
angle on-shore/off-shore seismic experiment conducted in 1996 across the Southeast 
Greenland continental margin. A new seismic tomographic method is developed to jointly 
invert refraction and reflection travel times for a two-dimensional velocity structure. We 
employ a hybrid ray tracing scheme based on the graph method and the local ray-bending 
refinement to efficiently obtain an accurate forward solution, and smoothing and optional 
damping constraints to regularize an iterative inversion. We invert 2318 Pg and 2078 PmP 
travel times to construct a compressional velocity model for the 350-km-long transect, and 
a long-wavelength structure with strong lateral heterogeneity is successfully recovered, 
including (1) -30 km thick, undeformed continental crust with a velocity of 6.0 to 7.0 km/s 
near the landward end, (2) 30- to 15-km-thick igneous crust within a 150-km-wide 
continent-ocean transition zone, and (3) 15- to 9-km-thick oceanic crust toward the 
seaward end. The thickness of the igneous upper crust characterized by a high velocity 
gradient also varies from 6 km within the transition zone to ~3 km seaward. The bottom 
half of the lower crust generally has a velocity higher than 7.0 km/s, reaching a maximum 
of 7.2 to 7.5 km/s at the Moho. A nonlinear Monte Carlo uncertainty analysis is performed 
to estimate the a posteriori model variance, showing that most velocity and depth nodes 
are well determined with absolute errors of 0.04-0.08 km/s and 0.25-1.0 km, respectively. 
Despite significant variation in crustal thickness, the mean velocity of the igneous crust, 
which serves as a proxy for the bulk crustal composition, is surprisingly constant 
(-7.0 km/s) along the transect. Based on a mantle melting model incorporating the effect of 
active mantle upwelling, this velocity-thickness relationship is used to constrain the mantle 
melting process during the breakup of Greenland from Europe. Our result is consistent 
with a nearly constant mantle potential temperature of 1270-1350°C throughout the rifting, 
but with a rapid transition in the style of mantle upwelling, from vigorous active upwelling 
during the initial rifting phase to passive upwelling in the later phase. 

1.1 Introduction 

Igneous crust emplaced at a rifted continental margin is the integrated product of the 

melting of an upwelling mantle during continental breakup. Its thickness is often taken as a 

good proxy for the total melt volume produced upon rifting, whereas its seismic velocity 

reflects the original melt composition [e.g., White and McKenzie, 1989; Kelemen and 

Holbrook, 1995]. Because the mantle melting process is highly sensitive to the temperature 

and composition of the mantle as well as its upwelling rate [e.g., McKenzie and Bickle, 



1988; Kinzler and Grove, 1992; Langmuir et al, 1992], the crustal seismic structure of a 

rifted margin is one of the primary sources of information regarding mantle dynamics in 

the rifting period. 

Rifted continental margins are often associated with voluminous igneous activity as 

inferred from seaward dipping reflectors (SDRs), which were proposed to originate in 

subaerial eruptions [Hinz, 1981; Mutter et al, 1982], as later confirmed by deep-sea 

drilling [Roberts et al, 1984; Eidholm et al, 1989; Larsen et al, 1994]. Deep seismic 

studies have revealed thick sequences of mafic igneous crust below SDRs on several 

margins [e.g., White et al, 1987; Mutter et al, 1988; Holbrook and Kelemen, 1993]; the 

thickness of such igneous crust can be as much as several times that of normal oceanic 

crust, indicating some unusual condition in mantle melting, such as higher-than-normal 

potential temperature and/or rapid mantle upwelling. The Southeast Greenland margin, 

which was formed during the opening of the North Atlantic around 60 Ma [Srivastava and 

Tapscott, 1986], is one of these volcanic rifted margins; SDRs have been mapped over 

2000 km along the entire margin [Larsen and Jakobsdöttir, 1988], and the crustal structure 

of the conjugate margin [White et al, 1987; Mutter and Zehnder, 1988; Barton and White, 

1997a] suggests the existence of similarly thick igneous crust beneath the SDRs. Because 

of its proximity to the Iceland hotspot, it has been proposed that a mantle plume played a 

major role in the formation of this volcanic margin [e.g., Richards et al, 1989; White and 

McKenzie, 1989; Hill et al, 1992; Coffin and Eldholm, 1994; Barton and White, 1997a], 

but the paucity of high-quality seismic data in this region has prevented a full 

understanding of the influence of a mantle plume on continental rifting magmatism. 

To investigate the influence of the Iceland hotspot on the opening of the North 

Atlantic, an extensive deep seismic experiment, the 1996 Seismic Investigation of the 

Greenland Margin (SIGMA), was conducted along the Southeast Greenland margin jointly 

by Woods Hole Oceanographic Institution (WHOI) and the Danish Lithosphere Center. 

Four transects were located at latitudes of approximately 68°N, 66°N, 63°N and 59°N, 

respectively, to systematically sample the structure of the margin at increasing distance 

from the Greenland-Iceland Ridge, the presumed Iceland hotspot track (Figure 1-1). This 
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paper focuses on results from transect 2, whose data comprise about 300 km of 

multichannel seismic reflection data and coincident wide-angle refraction and reflection 

data recorded on seventeen ocean-bottom and nine onshore seismometers, covering from 

the Greenland coast through the continental shelf to the deep-water ocean basin at 

magnetic anomaly chron 19. Unlike the two transects to the south, linear marine magnetic 

anomalies are not observed on the northwestern part of transect 2 (Figure 1-lb), suggesting 

a significant deviation from normal seafloor spreading. Owing to its proximity to the 

hotspot track, the extent of rifting-to-spreading magmatism on this transect is critical to 

assess the possible effects of a mantle plume. 

In this paper, we develop a joint refraction and reflection tomographic method to 

invert wide-angle travel time data for a compressional velocity field. The forward travel 

time calculation takes a hybrid approach; a graph-theoretical method is used to ensure a 

global optimization, followed by ray bending refinement to achieve the desired accuracy. 

The inversion with a fine model parameterization is regularized by smoothness constraints 

on both velocity and reflector nodes. Velocity-depth ambiguity is always a serious concern 

for reflection tomography, and we show a simple and practical way to investigate the 

ambiguity using depth kernel weighting. The absolute uncertainty of a velocity model is 

also estimated by a nonlinear Monte Carlo approach. The crustal structure of the volcanic 

continental margin, which exhibits strong lateral heterogeneity both in velocity and crustal 

thickness, is shown to be fully resolved with high model fidelity, and we discuss its 

geological and geophysical implications. 

1.2 Data Acquisition and Processing 

The seismic data on transect 2 of the SIGMA experiment were acquired in September 1996 

aboard R/V Maurice Ewing. Multi-channel seismic (MCS) profiling was conducted using a 

20-element, 8460 cu. in. airgun array fired every -50 m (20 s) and a 4.0-km hydrophone 

streamer with 160 channels. Wide-angle data were recorded on ten WHOI ocean bottom 

hydrophones (OBH), eight U.S. Geological Survey (USGS) ocean bottom seismometers 

(OBS), and nine IRIS/PASSCAL on-land seismic recorders deployed along the transect 
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(Figure 1-2). We will hereafter refer to model distance along the transect, which is 

measured from a point located about 5 km northwest of the most landward seismometer, 

ST 9. The total model distance of transect 2 is 350 km. 

1.2.1 Multichannel Seismic Data 

Shot gathers were recorded at a sampling interval of 4 ms. Streamer group spacing was 

25 m, which gives a common mid point (CMP) spacing of 12.5 m. With 160 channels and 

a shot interval of 50 m, CMP gathers sorted from raw shot gathers are thus 40 fold at 

maximum. After band-pass filtering from 5 to 40 Hz and a spherical divergence correction, 

stacking velocity analysis was conducted with 4-CMP supergathers. In addition to strong 

seafloor and basement reflections, several sedimentary reflections were available to 

estimate stacking velocities. There are a few sub-basement reflectors such as SDRs for 

some locations, but the majority of data do not exhibit coherent reflections below the 

basement. We thus used a velocity model based on wide-angle seismic data to supply 

stacking velocities for the crustal section. Because of severe sea conditions during the 

shooting of transect 2, the MCS data are only of modest quality, suffering from 

inconsistent gun signature, missing traces, and high ambient noise. Even with constant 

velocity stack analysis, no clear Moho reflection was identified throughout the transect. 

The following analysis, therefore, focuses only on the imaging of shallow crustal structure. 

Our major task in MCS data processing was multiple suppression. Though it is not 

imperative for the deep-water environment where the first water multiple occurs far below 

the basement, contamination by strong water multiples becomes more problematic as the 

seafloor shallows from km 250 landward on the transect. Unfortunately, the shallower 

bathymetry coincides with the occurrence of the SDR sequence, which is almost 

completely overlapped by high-energy water multiples. We first tried predictive 

deconvolution both in the t-x and x-p domains with little success, probably because of low 

data quality. We found that the/-* demultiple method [e.g., Yilmaz, 1987] was more robust 

with negligible transform artifacts. To avoid aliasing, we applied the f-k multiple 

suppression to 4-CMP supergathers with optional zero traces filling in missing offsets. We 

further applied a 2-km inside mute below the basement reflection, because water multiples 
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tend to be more coherent at smaller offsets in CMP gathers. Finally, a stacked time section 

was produced with median stacking, which turned out to be very effective in reducing any 

residual multiple energy; this is mainly because of a differential moveout between primary 

reflections and water multiples. 

To correctly relocate reflectors in the depth section and collapse diffraction 

hyperbolae due to rough reflector topography, post-stack depth migration was performed 

using the split-step migration algorithm [Stoffa et al., 1990]. The velocity model based on 

the wide-angle data was used again for the crustal section in the migration. Except for 

several migration artifacts originating in missing data spots on the landward side, the 

overall quality of the migrated image is good, clearly depicting the sedimentary layers, the 

basement topography, and the intra-basement SDR sequence (Figure 1-3). 

Sedimentary layers start to appear at km 113 and gradually thicken seaward, 

reaching a maximum thickness of about 1.5 km around the shelf break. The deep-water 

ocean basin is covered with less than 1-km-thick sediments. A distinct wedge of SDRs can 

be seen from km 190 to km 235; the reflectors are divergent-arcuate with dips steepening 

from subhorizontal at shallow crustal levels to -4° toward their base, and they can be 

traced to at least 4 km below the basement. The seaward end of the SDR sequence is 

abrupt, and it is marked by a basement high centered at km 240. The basement topography 

becomes more irregular seaward of the basement high, suggesting a transition from 

subaerial volcanism with extensive lava flows to more restricted submarine volcanism at 

this location. The continental side of the main SDR sequence may continue subhorizontally 

to km 120, though its reflectivity is more subdued. Apart from this, there is a strong 

dipping reflector running from km 80-150 (Reflector A in Figure 1-3). Its reflectivity is 

unusually intense compared with other SDRs on this transect, generating its own strong 

water multiples. It is clear from its two-way travel times that the reflection is neither a 

seafloor multiple nor a basement multiple, so it must represent some sort of unconformity. 

The strong reflectivity, together with the lack of concurrent reflectors, suggests that it may 

represent a tectonic breakup unconformity as suggested by Larsen and Duncan [1996] for 

a similar reflector in the nearby EG66 seismic transect. However, as we will demonstrate 
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with a tomographic image later, the reflector lies in the middle of the thick volcanic layer 

characterized by a high velocity gradient, so that its origin remains unresolved. 

1.2.2 Wide-Angle Seismic Data 

Most of the wide-angle data on transect 2 are of high quality (Figure 1-4). The sampling 

interval was 10 ms, and 5-14 Hz band-pass filtering was applied to the data followed by 

predictive deconvolution and coherency weighting. Air gun firing at a 20 s interval at 4.7 

knots yields densely spaced seismic traces at 50 m, and resultant high phase correlation 

among traces is essential for accurate phase identification, especially for later arrivals such 

as PmP. One drawback of the short shooting interval is, however, that the reverberation of 

seismic energy in the water column can appear as strong "previous shot noise" [Nakamura 

et al., 1987]. Though the air gun firing adapted a shot time randomization of ±1 s to reduce 

inter-trace coherency of the waterborne energy, the sheer intensity of previous shot noise 

can be a major annoyance in a deep-water environment where water multiples can 

propagate to large offsets with little attenuation. To mitigate this problem, additional 

shooting with a 70 s interval was conducted for the wide-angle data acquisition on this 

transect. Without substantially sacrificing phase correlation, the effect of previous shot 

noise is significantly reduced in the 70 s shot data, which were especially useful for phase 

interpretations with deep-water instruments. 

The refraction phase through the crystalline crust, Pg, is observed on all the 

instruments. The pattern of the Pg arrival varies significantly from deep-water instruments 

to shallow-water and on-land instruments, indicating a strong lateral variation in the crustal 

structure along the transect. The maximum range of the Pg arrivals increases from -70 km 

in deep water to -150 km along the inner continental shelf, indicating landward thickening 

of the high-velocity-gradient upper crust. The near-offset asymmetry observed in Pg 

arrivals on OBH 20 suggests a sharp transition in the shallow upper crustal velocity at 

km -80, because of the nearly flat basement and absence of sediment cover around the 

instrument. The reflection phase from the crust-mantle boundary, PmP, is observed on 

most of the instruments with variable quality. The smallest offset where PmP arrivals can 

be recognized ranges from -20 km in the deep ocean basin to 60-80 km on the continental 
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shelf, and most of the PmP arrivals can be traced to merge with the Pg arrivals. Several 

minor mid-crustal reflections are also observed on some instruments, but we do not 

attempt to model them. Being a later arrival, the PmP phase tends to be obscured by 

source-generated noise, and it is also sometimes difficult to distinguish it from mid-crustal 

reflections and their multiples. The self-consistent identification of the PmP phase was 

made possible by confirming reciprocity among a number of different source-receiver 

pairs. For the on-land stations, however, reciprocity cannot be confirmed owing to the lack 

of land sources, and we relied on the phase correlation among the closely located stations. 

Refraction and reflection travel times were picked manually, and we assigned a rather 

conservative picking error, varied from 50 to 200 ms, to each picked travel time. 

1.3 Joint Refraction and Reflection Tomography 

1.3.1 Model Parameterization 

A two-dimensional velocity model is parameterized as a sheared mesh hanging beneath 

seafloor and land surface [Toomey et ah, 1994; Van Avendonk et al., 1998]. Bilinear 

interpolation is used in each parallelogram-shaped grid cell, so the velocity field is 

continuous everywhere. Nodal spacing can be variable both in the horizontal and the 

vertical directions, and it should be much finer than expected velocity variations, to avoid 

any bias introduced by a coarse parameterization. A fine mesh is also important to obtain 

accurate graph theoretical solutions. The sheared mesh representation allows accurate 

travel time calculation in the presence of large topographic variations, with much smaller 

computational resources than a rectangular grid [e.g., White and Clowes, 1990; Zhang and 

Toksöz, 1998]. 

A reflector is represented as an array of linear segments, whose nodal spacing is 

independent of that used in the velocity grid. The horizontal coordinate of reflector nodes 

is fixed so that each node has only one degree of freedom in the vertical direction. 

Currently only one reflector is supported in our method, which we used to model the PmP 

phase. Although the velocity discontinuity at the Moho is fundamental for the generation 

of the PmP phase, we do not explicitly treat this discontinuity in our modeling. With no Pn 
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phase observed in our data, there is no information regarding the velocity beneath the 

Moho, so it is arbitrary how to assign a velocity discontinuity in the velocity grid. We 

therefore employ a floating reflector formulation as the simplest choice; a reflector can be 

updated freely without changing adjacent velocity nodes. 

1.3.2 Forward Problem 

The accurate and efficient calculation of travel times and ray paths is essential in seismic 

tomography. With a sampling interval of 10 ms and an average spacing of a few hundred 

meters in a velocity grid, our target accuracy is 1 ms in travel times and 100 m in ray path 

positions. We employ a hybrid method based on the graph method and the ray-bending 

method, similar to the one developed by Papazachos and Nolet [1997] and Van Avendonk 

et al. [1998], because it is probably most efficient in terms of both memory and 

computation time. The graph method, also known as the shortest path method, was 

developed in network theory [e.g., Dijkstra, 1959; Gallo and Pallottino, 1986], and it can 

calculate the shortest connections from an origin node to all other nodes in a network. If a 

seismic travel time between nodes is used as a nodal distance, this global optimization 

scheme can be used to generate a set of first-arrival travel times and corresponding ray 

paths [Nakanishi and Yamaguchi, 1986; Moser, 1991], and it has recently become popular 

in refraction tomography [Toomey et al, 1994; Zhang and Toksöz, 1998]. The calculation 

of later arrivals such as reflection phases can be formulated as a two-step application of the 

graph method [Moser, 1991], and it has been used in refraction and reflection tomography 

[Zhang et al, 1998]. 

One drawback of the graph method is that the representation of a ray path is 

restricted by a forward star, which defines the structure of possible node connections 

[Matarese, 1993; Van Avendonk, 1998; Zhang and Toksöz, 1998]. In a graph solution, 

therefore, seismic rays tend to zigzag, and travel times are often overestimated. Instead of 

using a higher-order forward star and a finer mesh to improve the accuracy, we use the ray- 

bending method [Urn and Thurber, 1987; Prothero et al, 1988; Moser et al, 1992] to 

refine a graph solution because we need this extra refinement only for a small portion of 

node connections in an entire network, i.e., actual source-receiver pairs used in a seismic 
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experiment. A graph solution serves as a good initial guess, which is required for the ray- 

bending refinement to converge to the global minimum. 

The ray-bending method can converge more rapidly if a better initial guess is 

given, so that there is a trade-off between computation times used in the graph method and 

the bending method. The graph solution with a higher-order forward star provides a better 

solution with extra computation time, and the order of the forward star that is optimal for 

this hybrid calculation depends on the node spacing of a velocity model and its complexity. 

We also note that, for a typical crustal velocity model in which vertical velocity gradient 

dominates horizontal one, a forward star that preferentially searches the downward 

direction is superior to an isotropic forward star with the same number of nodes [Van 

Avendonk, 1998; Van Avendonk et al., 1999]. In our case, we found that a mixed 5-th/10-th 

order forward star is sufficient for a rapid convergence in the bending refinement. Because 

the water column is outside the sheared mesh representation of a velocity model, a graph 

solution would be incomplete without supplying connections between marine sources and 

seafloor nodes. By Fermat's principle, an entry point for a ray starting from a particular 

marine source can be found by searching all seafloor nodes for a connection with the 

minimum travel time [e.g., Toomey et al, 1994]. 

We then apply the ray-bending procedure developed by Moser et al. [1992], which 

employs the conjugate gradient method to directly minimize the travel time along a ray 

path. Rays are parameterized as beta-splines, which can express a variety of curves with a 

small number of control points, thereby enhancing the convergence in a conjugate gradient 

search. The nodes used in a graph solution are used as initial control points for beta- 

splines, with an optional dissection for too a long ray segment resulting from the use of a 

high-order forward star. A constrained conjugate gradient search is used to handle 

interfaces such as seafloor and a reflector [Moser et al, 1992]. 

Figure 1-5 shows an example from benchmark tests of our ray tracing code. A 1-D 

velocity profile representing a typical oceanic crust is used in this example. Analytical ray 

paths and travel times are calculated based on ray theory [e.g., Aki and Richards, 1980]. 

Three types of numerical ray tracing are compared: (1) the graph method with a velocity 
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grid of 1x0.25 km cells, (2) the graph method followed by the ray-bending refinement, 

with the same velocity grid, and (3) the graph method with a velocity grid of 

0.25x0.125 km cells. Errors in travel time and ray path are summarized in Figure l-5g-j. In 

the purely graph method applications, the ray path error is bounded by the characteristic 

spacing of the velocity model, but the travel time error exceeds the target accuracy of 1 ms, 

which is achieved in the succeeding application of the bending method. Though the pure 

graph method with a finer grid can be as accurate as the hybrid method, it takes more than 

ten times more computation time in this example. Because the computation time used in 

the bending method is proportional to the number of rays, the computational efficiency 

will change with a different experiment geometry. It seems, however, that the hybrid 

approach is generally more compact both in memory and computation time, for typical 

experimental configurations employed in crustal seismology. 

1.3.3 Inverse Problem 

Given an initial reference velocity model, refraction travel time residuals 8T can be 

mapped into slowness perturbations Su along the ray paths in a reference model, using the 

following path integral, 

STj^jSudT. (1.1) 

Similarly, reflection travel time residuals can be written in the 2-D Cartesian coordinates 

as, 

r. ^ 
STj = jSudT Sz(xj), (1.2) 

where Xj is the reflecting point of the;'-th ray. By the finite dimensional approximation of 

velocity and reflector models, equations 1.1 and 1.2 can be written collectively as 

d = G£m, (1.3) 

where d is the travel time residual vector, G is the Frechet derivative matrix, and dm is 

the unknown model perturbation vector. This matrix equation forms the foundation of our 

travel time tomography. The velocity sensitivity part of the Frechet matrix is simply a path 

length distributed to relevant velocity nodes according to the bilinear interpolation used for 
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slowness interpolation. The depth sensitivity part can be expressed using an incident angle 

upon reflection, the slope of a reference reflector, and the velocity at the reflecting point as 

derived in Bishop et dl. [1985]. When a starting model is far from the true model, the 

above linearized inversion must be applied iteratively until the model converges. 

The uncertainty of observed travel times is usually nonuniform, and it can be 

expressed in the data covariance matrix Cd. Though errors in hand-picked travel times can 

be correlated to some extent, no correlation in data error is assumed in Crf for simplicity. 

This simplified representation of data error does not pose a major problem, because we use 

our iterative inversion merely as an efficient solution finder and will quantify the model 

covariance by the nonlinear Monte Carlo method. For a controlled-source experiment in 

crustal seismology, there is often no significant a priori information available for the 

velocity structure of a study area, so the use of the a priori model covariance matrix is 

highly limited. Nonetheless, the normalization of model parameters is beneficial to 

minimize a possible solution bias due to the magnitude of reference model parameters. 

Equation 1.3 is thus normalized through the following relations, 

G' = C7/2GC -1/2^I/-I-1/2 

1/2 c5m'= C;1/25m (1.4) 

d' = C-'/2d 

where the model scaling matrix Cm is simply a diagonal matrix whose elements are each a 

square of a model parameter. Primes will be dropped hereafter, and this normalization is 

always assumed. 

With the typical resolving power of observed travel time data, a fine model 

parameterization prohibits inversion of equation 1.3 in its simplest form because of severe 

singularity, and we need to somehow regularize the linear system to stabilize the inversion. 

In the absence of a priori information on the scale of velocity variations, the only 

reasonable way appears to be to restrict the model space with some arbitrary additional 

constraints [cf. Scales and Snieder, 1997]. We choose to apply smoothness constraints on 

both velocity and depth perturbations using pre-defined correlation lengths. Because a 

fully 2-D smoothing constraint on velocity perturbations results in a rather dense matrix 
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that requires large memory storage, we use two 1-D smoothing constraints, one each for 

horizontal and vertical directions [Toomey et al, 1994]. A regularized linear system can 

then be written as, 

w 

^vLVv 

0 

0 

0    wArfLrf 

(5mv 

-8ma 
w 

(1.5) 

where subscripts v and d for the Frechet matrix and the model vector denote their velocity 

and depth components, respectively, and where Avand Xd control the relative importance 

of the smoothing constraints with respect to the data resolution. LHv and LVv are the 

horizontal and vertical smoothing matrices for slowness perturbations, respectively, and 

Lrf is the smoothing matrix for depth perturbations. The depth-kernel weighting parameter, 

w, adjusts the relative weighting of depth sensitivity in the Frechet matrix. Gaussian 

smoothing within one decay length is used in all smoothing matrices [e.g., Toomey et al, 

1994], which are also normalized by the model scaling matrix to be consistent with the 

normalization of the Frechet matrix. To reduce bias toward a starting model, the above 

formulation contains no information about a reference model except through the model 

normalization. When a reliable reference model is independently available, however, it is 

straightforward to modify equation 1.5 to incorporate a pure jumping strategy [Shaw and 

Orcutt, 1985; Toomey et al., 1994]. 

Equation 1.5 is a sparse system so it can be efficiently solved by the sparse matrix 

solver LSQR [Paige and Saunders, 1982]. The computation time used in solving one 

matrix equation is typically an order of magnitude less than that used for the forward ray 

tracing. When a starting model is far from a true solution, model updates can be so large 

that the succeeding iterations become unstable. To avoid this instability, when there are 

data with too large residuals, we repeat the inversion without the outliers. In addition, 

damping constraints for velocity and depth nodes are added to equation 1.5. Therefore, 

there are four weighting parameters in total in our inverse equation: two for smoothing and 

two for damping. Even though solving a single sparse system is computationally 

inexpensive, trying to find the optimal combination of the four parameters to satisfy some 
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user-defined constraints such as desired model roughness requires a number of trial 

solutions at each iteration, which we regard as impractical. Our strategy is to first 

determine the smoothing weights by systematically testing velocity and depth smoothing 

with a preliminary single-step inversion, and then to fix these weights throughout all 

subsequent iterations. When model perturbations are found to be too large, optional sweeps 

on the damping weights are done by the secant and bisection method to satisfy user- 

defined upper limits on average velocity and depth perturbations. In the later phase of 

iterations, model perturbations tend to become very small, and weak but undesired model 

roughness can emerge with this fixed smoothing strategy. To amend this, post-inversion 

smoothing is applied at each iteration as, 

m,+I = m, (1 + Lv((5m,) - ömc), (1.6) 

where Lv denotes the 2-D smoothing operator for velocity parameters, (5m, is the z'-th 

model update, and m, and mi+1 are the z'-th and (z'+l)-th model solutions, respectively. 

Smc is a correction term to conserve data resolution during the a posteriori filtering [Deal 

andNolet, 1996], and it is calculated by solving 

G<Smf = G(Lv(<5m,)-<Sm,). (1.7) 

As well as compensating our compromise of using 1-D smoothing matrices in 

equation 1.5, this 2-D smoothing ensures model convergence with given correlation 

lengths. 

A major concern in reflection tomography is the existence of nonuniqueness 

regarding the depth of a reflector and the velocity above it. Even in our joint refraction and 

reflection tomography, this nonuniqueness can still be present because the lower-crustal 

velocity is mainly resolved only by reflection travel times. There are a number of 

theoretical studies on the nature of this velocity-depth ambiguity [e.g., Bickel, 1990; Stork, 

1992b; Stork, 1992a; Ross, 1994; Bube et al., 1995], but their treatments are limited to 

simple velocity structures and some particular source-receiver configurations. It is 

probably unrealistic to expect a general theory that can be versatile enough to handle a 

number of source-receiver pairs with different ray coverage, strongly heterogeneous 

velocity structure, and variable interface topography. Therefore we propose a practical 
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strategy to investigate the degree of the velocity-depth ambiguity using the depth-kernel 

weighting parameter w in equation 1.5. Even with smoothness constraints on velocity and 

depth, the linear system for joint refraction and reflection tomography can still be singular 

because of this velocity-depth ambiguity. For a singular system, iterative matrix solvers 

based on conjugate gradients such as LSQR provide the minimum-norm solution if starting 

with an initial null vector [Hestenes, 1975]. The weighting parameter of unity corresponds 

to the equal weighting of velocity and depth nodes [Stork and Clayton, 1991], and 

increasing the weighting parameter should lead to larger depth perturbations with smaller 

velocity perturbations if the system is singular. We can thus test the velocity-depth 

ambiguity by systematically exploring the solution space with the single controlling 

parameter. 

A numerical example to demonstrate this approach is shown in Figure 1-6. In this 

example, a starting model already has the true velocity field, but the reflector is located 

1 km shallower than the true one. With dense ray coverage as in Figure l-6b, the inversion 

successfully recovers the true reflector location with negligible velocity perturbations, 

regardless of the value of w (Figure l-6c and d). When ray coverage is sparse (Figure 

l-6e), the inversion with equal weighting results in an insufficient recovery of the reflector 

depth with compensating velocity perturbations (Figure l-6f), and a desirable recovery can 

be obtained with greater depth sensitivity (Figure l-6g). The travel time fits for the two 

different recoveries are nearly the same, thus they are indistinguishable from data 

resolution. The weaker weighting of depth nodes would provide the other end of the valid 

model space. When there is no other information to discriminate among these different 

recoveries, one should present all of them as equally legitimate inverse solutions to 

characterize the velocity-depth ambiguity. The ambiguity is mainly controlled by available 

ray coverage and the scale of perturbations we want to resolve, and in general it can be 

reduced by using greater correlation lengths. Correlation lengths for depth nodes, therefore, 

must be comparable with those for velocity nodes to properly evaluate the extent of the 

ambiguity. 
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The above depth-kernel weighting should not be confused with weighting 

reflection data against refraction data. A linear system corresponding to the latter case may 

be expressed as, 

ad2 

0 
0 
0 

aGl 

^»LHv 

AvLVv 

0 

0 
aG\ 

0 
0 

Smv~ 

dm, 

^rfLrf. 

(1.8) 

where d, and d2 denotes refraction and reflection travel times, respectively, and a controls 

the importance of reflection data relative to refraction data. Changing the value of a results 

in a different linear system, whereas changing the depth-kernel parameter w in equation 1.5 

does not. This difference is vital. In addition, the use of equation 1.8 is not generally 

recommended because the relative importance between refraction and reflection data 

should be already incorporated as corresponding data variance. 

1.4 Results of Tomographie Inversion 

1.4.1 Long-Wavelength Structure 

From the twenty five wide-angle data sets, 2318 Pg and 2078 PmP travel times were 

picked to invert for the crustal structure along transect 2. The model domain is 350 km 

wide and 40 km deep from seafloor. The horizontal grid spacing is approximately 1 km on 

average, and the vertical grid spacing gradually increases from 50 m at the seafloor to 1 km 

at the model bottom, amounting to over 27000 velocity nodes (Figure 1-7). The number of 

reflector nodes is 351 with a uniform 1 km spacing. The horizontal correlation length for 

velocity nodes ranges from 10 km at seafloor, linearly increasing to 20 km at the bottom, 

and the vertical correlation length also varies linearly from 50 m at seafloor to 4 km at the 

bottom. The correlation lengths for the reflector nodes are sampled from the 2-D horizontal 

correlation length function for velocity nodes, using the reflector depths at each iteration. 

We choose to impose no lateral variation in the correlation length functions, to minimize 

the influence of the prescribed correlation lengths on the structural interpretation of the 

continent-ocean transition zone. 
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The sedimentary section was already modeled with MCS vertical-incident travel 

times and wide-angle basement reflection travel times as reported in Holbrook et al. 

[1999], and it is incorporated in a starting model as the a priori information. We prepared a 

starting model for the crustal part by smoothing the preliminary crust model of Holbrook et 

al. [1999], which was constructed using the semi-forward modeling approach of Zelt and 

Smith [1992], with a 100-km wide and 10-km high Gaussian window (Figure l-8a). The 

initial root-mean-square (RMS) travel time misfit is 137 ms, with %2of 1.34. Average 

model perturbations were less than 2% for both velocity and depth throughout the 

inversion, so no damping was applied. After ten iterations, model perturbations became 

-0.05% for velocity and -0.1% for depth, and the RMS travel time misfit was reduced to 

81 ms with %2of 0.42 (Figure l-8b). 

Three distinct types of crust can be identified in the final model: (1) ~30-km-thick 

continental crust near the landward end of the transect, (2) 30- to 15-km-thick transitional 

crust from km 100 to 250, and (3) 15- to 9-km-thick oceanic crust from km 250 to the 

seaward end. The velocity of continental crust ranges almost linearly from 6.0 km/s at the 

surface to 7.2 km at 30 km depth, which closely resembles the global average velocity 

profile for continental crust [Christensen and Mooney, 1995]. A high-velocity-gradient 

upper crust appears from km 60, with this transition from low-velocity-gradient to high- 

velocity-gradient upper crust tentatively interpreted as the continent-ocean boundary. This 

continent-ocean boundary at shallow crustal levels roughly coincides with the mapped 

coast-parallel dike swarm [e.g., Larsen and Duncan, 1996]. The transitional crust has -6- 

km-thick upper crust, and the bottom half of its lower crust has a velocity exceeding 

7.0 km/s. From km 100 to 150, the high-velocity lower crust is remarkably thickened, 

producing a good contrast to the lower-velocity continental crust. Although the lower 

crustal velocity of the transitional crust becomes higher toward the Moho than that of 

normal oceanic crust (-6.9 km/s) [White et al, 1992], we note that it is not quite as high as 

those found in other seismic transects on North Atlantic margins [White et al, 1987; 

Mutter and Zehnder, 1988], which are higher than 7.2 km/s for most of the lower crust. 

The thickness of the upper crust reduces to -3 km for the oceanic crust. Though this part of 
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the crust is thinnest along the transect, it is still thicker than normal oceanic crust with 6 to 

7 km thickness [White et al, 1992]. Its velocity is still higher than 7.0 km/s in the bottom 

half of the lower crust, and a prominent high velocity anomaly is observed near the Moho 

from km 260 to 300. 

To examine the sensitivity to starting models, we conducted another set of 

inversions with a different starting model. The second starting model was constructed by 

hanging a 1-D average crustal velocity profile calculated from Figure l-8a beneath the 

basement, and the initial Moho was set flat at 25 km deep (Figure l-9a). The initial RMS 

travel time misfit exceeded 800 ms with %2 of 64.5, but outliers with normalized residuals 

greater than 5 after the first iteration are only 0.25% of all data, indicating a minor role of 

outlier removal. Damping was applied to retain average slowness and depth perturbations 

below 3% and 9%, respectively. After the first two iterations, damping was no more 

required, and all the travel time residuals were within the cutoff threshold. After ten 

iterations, the RMS travel time misfit reduced to 77 ms with %2 of 0.36 (Figure l-9b). 

Though the details differ, the main key structural features observed in Figure l-8b remain 

the same. These features include the overall variation in crustal thickness, and the 

thickening of the high-velocity-gradient upper crust from the seaward end to the 

continental shelf, and its sudden thinning near the coast line. The crustal velocity structure 

from km 170 to 330, including the small-scale high velocity anomaly in the lower crust 

around km 280, is almost identical between the two models, indicating this part of the 

model is well resolved and virtually independent of starting models. An increase in the 

lower-crustal velocity at km 100 to 150 is also found in the second model, though its 

overall velocity is lower. A majority of the continental crust seems to require an average 

velocity of -6.5 km/s with an almost linear velocity gradient, as found in both models. 

These close similarities between the two models satisfactorily demonstrate the robustness 

of the resolved velocity structure, and we will use the first model (Figure l-8b) as our 

preferred choice in the following analysis. 

To investigate the degree of velocity-depth ambiguity in our inversion, we repeated 

the inversion with the starting model of Figure l-8a, using two different values, 0.01 and 

25 



100, for depth-kernel weighting. The inversion solutions after ten iterations are shown in 

Figure 1-10 along with the solution for equal weighting. The travel time misfits for the 

three models are very similar, though the model with w of 100 has a slightly inferior fit. 

Since there is no major difference found among these models, we conclude that our 

inversion solution does not suffer from serious velocity-depth ambiguity, given the 

relatively wide spatial correlation we employed in the smoothing constraints. We will thus 

employ the equal weighting of the velocity and depth kernels in all the following 

inversions. 

1.4.2 Resolution and Accuracy 

The ray coverage in the model can be concisely represented by the derivative weight sum 

(DWS) [Toomey and Foulger, 1989], which is simply the column-sum vector of the 

Frechet velocity kernel. The DWS for our velocity model is shown in Figure 1-11, as a 

crude measure of the linear sensitivity in our inversion. The lower crust at km 30 to 130 is 

sparsely covered by reflections alone, implying lower resolution than the other parts of the 

model. 

Because the DWS does not provide any quantitative information regarding the 

resolution and accuracy of the model, and because nonlinear sensitivity is important for 

iterative inversions [e.g., Zhang and Toksöz, 1998], we conduct two types of analyses: (1) 

resolution tests using synthetic data, and (2) a nonlinear Monte Carlo uncertainty analysis. 

In the resolution tests, we calculate synthetic data for a perturbed velocity model with the 

same sources and receivers as in the actual observation, add random noise of 50 ms to the 

synthetic data, and invert them with an initial unperturbed model to see how well given 

perturbations are recovered. Though not comprehensive, this is a succinct and 

computationally inexpensive way to demonstrate the resolving power of the available ray 

coverage. In the first resolution test, we only perturbed velocity nodes with 5% positive 

and negative anomalies of a 140-km wavelength aligned in the mid-crust (Figure l-12a). 

Good recovery was obtained for the seaward half of the model (Figure l-12b). Despite a 

significant deterioration toward the landward end, the result suggests that the ray coverage 

of our data is sufficient to resolve the continent-ocean boundary around km 100. The 
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recovered anomalies tend to be laterally stretched, resulting from our conservative choice 

of the horizontal correlation length. In the second resolution test, only the reflector nodes 

were perturbed with a 1.5-km amplitude and a 100-km wavelength (Figure l-12c). The 

perturbed Moho was well recovered for km 50 to 100 and km 150 to 330. The parts that 

were not recovered correctly, such as km 100 to 150 and near the model ends, are indeed 

not covered by PmP (Figure 1-11). The unrecovered reflector perturbations leak into 

velocity perturbations above the reflector, but their amplitude is only -0.5%, being 

consistent with the negligible velocity-depth ambiguity indicated in Figure 1-10. 

The absolute uncertainty of the seismic velocity is fundamental for the reliable 

interpretation of crustal composition. The only practical way to estimate the model 

uncertainty for a large-scale, nonlinear inversion such as our tomography is the Monte 

Carlo method [e.g., Tarantola and Valette, 1982; Tarantola, 1987]. By inverting data with 

random errors with random initial models, we can construct a number of Monte Carlo 

realizations, with which the a posteriori model covariance matrix is estimated as 

C = J(p - £(p)) • (p - £(p))Tc7p(p)Jp (1.9) 

where p is the solution vector of the realizations, E(p) is the a posteriori expectation of 

p, and <7p(p) is the a posteriori marginal density function [Tarantola and Valette, 1982]. 

By assuming that all TV realizations have the same probability, we may approximate the 

above definition as [Matarese, 1993], 

C ~ ^E(Pi: - £(P» • (P." - £(P»T (L1°) 

where p. is the solution of the i-th realization. Zhang and Toksöz [1998] noted that 

modeling data errors with Gaussian errors for absolute travel times is unrealistic in light of 

the nature of travel time picking, and they suggested using common-shot errors (or 

common-receiver errors in the case of marine experiments) and travel time gradient errors. 

We thus randomized data by adding the following two error components to the original 

data: random common-receiver errors with a maximum amplitude of 50 ms, and random 

travel time errors with the same maximum amplitude. The small-amplitude travel time 

errors have virtually the same function as the travel time gradient errors used by Zhang and 
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Toksöz [1998]. The highly correlated nature of travel time pick errors can be taken into 

account by this data randomization. Random initial velocity models were prepared by 

adding random perturbations to the solution shown in Figure l-8b. The 2-D smoothing Lv 

of equation 1.6 was applied to the velocity perturbations to ensure that the initial models 

are within the model space of our interest, which is restricted by the imposed correlation 

lengths. A similar Gaussian smoothing was applied for randomized reflector nodes. The 

amplitude of raw random perturbations was chosen so that the smoothed perturbations for 

velocity and reflector depth have a maximum amplitude of approximately 5% (Figure 

1-13). With this degree of model perturbations, normalized x2 was generally higher than 

1.3, with RMS travel time misfit of -140 ms. On average, ten iterations were required to 

reduce normalized %2 below 0.5, which we set as a threshold for acceptable models. Using 

100 realizations, the a posteriori model variance was calculated as shown in Figure 1-14. 

The standard deviation of the velocity nodes is lowest (less than 0.04 km/s) at the mid- 

crust, where most of refraction rays turn (Figure 1-11). From km 50 to 330, most of the 

velocity nodes have a standard deviation of less than 0.08 km/s (Figure 1-14). The standard 

deviation of the Moho depths is less than 0.25 km for the thinner crust and about 1.0 km 

for the thicker crust. 

Using the Monte Carlo ensembles, one can estimate the uncertainty of an averaged 

quantity by applying the averaging operation to each ensemble and then calculating the 

variance from the whole averaged ensembles. Even when model parameters have large 

errors, the variance of their average can be much smaller if the errors are negatively 

correlated. The above approach using the Monte Carlo realizations correctly handles this 

parameter correlation. The Monte Carlo ensembles obtained in this section will be used 

when we discuss the relationship between crustal thickness and average crustal velocity. 

1.5 Discussion 

1.5.1 Short-Wavelength Structure 

The travel times predicted by the long-wavelength velocity structure consistently fail to fit 

the small undulations of -200 ms in the observed travel times around km 230 to 245 
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(Figure 1-4). This negative travel time misfit is found for all the refraction and reflection 

phases shot from that model range, which coincides with the basement high and the 

occurrence of the seaward termination of the SDR wedge (Figure 1-3), so that they must 

originate in a positive velocity anomaly in a shallow depth below the basement high. To 

resolve this positive velocity anomaly, we inverted a subset of the travel time data with 

shorter correlation lengths; the horizontal and vertical correlation lengths were set as 5 km 

and 0.5 km, respectively, for a 150 km wide and 10 km deep sub-region including the 

basement high. After only one iteration, we were able to achieve excellent travel time fits 

(Figure l-15a). The high-resolution velocity model shows that a 15-km wide and 4-km 

thick region beneath the basement high has velocities higher by 0.5-1.0 km/s than the 

adjacent upper crust (Figure l-15b). 

The shallow positive velocity anomaly provides an important constraint on the 

origin of the basement high. A similar velocity anomaly identified beneath the Krafla 

central volcano in Iceland [Brandsdöttir et al, 1997; Staples et al., 1997] has been 

interpreted as a shallowing of the igneous intrusion depth. The termination of the SDR 

sequence adjacent to the basement high is consistent with this explanation on the basis of 

models of SDR evolution [Hinz, 1981; Mutter et al, 1982]. In addition, there must have 

been a small-scale, seaward ridge jump from the eruption center, to leave the high velocity 

anomaly region within the continental margin crust. The other possibility is that the 

positive velocity anomaly represents a later intrusion cutting through the preexisting SDRs, 

as suggested for the "outer high" on the Hatton Bank [White et al, 1987; Barton and 

White, 1997b]. Unlike the case of the Hatton Bank, however, almost no coherent linear 

structure is observed on the seaward side of the basement high to support this hypothesis 

(Figure 1-15c). Moreover, the thickness of the upper crust drastically changes across the 

basement high (e.g., Figure l-8b), further reducing the likelihood that the data can be 

explained as the result of a later intrusion. An abandoned central volcano thus appears to 

be the most likely explanation for the basement high. 
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1.5.2 Some Remarks on Travel Time Modeling 

The compressional velocity model of transect 2 presented in Holbrook et at. [1999] was 

constructed using the iterative damped least square inversion of Zelt and Smith [1992]. The 

model consists of a few tens of trapezoidal velocity cells as shown in Figure l-16a, and its 

RMS travel time misfit is about 100 ms with %2 of -1.0. Although the histogram of 

normalized travel time residuals shows how loosely the travel times are fitted (Figure 1- 

16b), the acquired misfit is considered to be reasonable, given the simplicity of the model 

parameterization. The inversion code RAYINVR developed by Zelt and Smith [1992] has 

been popular among crustal seismologists as an efficient tool to estimate long wavelength 

structures, but we would like to point out its two practical disadvantages that makes our 

tomography method preferable for seismic studies of continental margins. 

First, the program RAYINVR requires a "good" model parameterization, which a 

user must find by trial and error. Because their inversion is only a damped least squares, 

one has to construct a model with a small number of nodes, whose spatial distribution 

should be also optimized for sensitivity to data. In addition, since ray tracing is done by the 

ray shooting method [e.g., Cerveny et al, 1977], it is not guaranteed that rays are traced to 

all observation points. A starting model must be prepared so that rays are traced to all data; 

otherwise, unmatched data points cannot contribute to the inversion. This is not a major 

obstacle when a true velocity structure can be well approximated as a stack of layers. 

However, for regions where considerable lateral heterogeneity is expected, such as 

continent-ocean transition zones, finding a good parameterization can be challenging. 

Increasing the number of nodes for expected heterogeneity may lead to weaker parameter 

sensitivities and result in an oscillatory solution. Model complexity can be thus limited, 

and we are often forced to deal with a trade-off between data resolution and model error, 

instead of a trade-off between model resolution and model error. Though one could 

construct a complex model with strong parameter damping, using RAYINVR in this 

manner becomes almost identical to forward modeling by trial-and-error. The ray shooting 

method also tends to fail to correctly calculate ray paths and travel times for complex 

velocity structures. 
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More important, the coarse model parameterization used in RAYINVR often 

hinders realistic determination of model uncertainty. To estimate a parameter's absolute 

uncertainty, Zelt and Smith [1992] suggested that one should perturb it, hold it fixed, and 

invert for the rest of the parameters, to determine the maximum acceptable perturbation 

based on (1) the ability to trace rays to all observations and (2) the travel time misfit. A 

failure to trace rays to all observations, however, cannot be used to constrain model 

uncertainty because it may only mean that a chosen parameterization is not sufficiently 

flexible. This inflexibility in model adjustments may also lead to greater travel time 

misfits, by which model uncertainty is very likely to be underestimated. 

Although tomographic methods have been mainly used to resolve small-scale 

velocity structures, we should also use them to construct large-scale crustal velocity 

models. It is important to use a tomographic method with a robust uncertainty analysis, 

such as the Monte Carlo method used in this study, especially when the geological 

interpretation of a velocity model critically depends on the absolute values of estimated 

parameters. Without knowing their realistic uncertainties, it would be difficult to judge the 

fidelity of such an interpretation. 

1.5.3 Interpretation of Long-Wavelength Velocity Structure 

Our interpretation of the continent-ocean transition zone is shown in Figure l-17a. The 

stretched continent crust extends over 50 km below the extrusive layer, showing a similar 

geometry to other transects across the North Atlantic continental margins [White et al., 

1987; Barton and White, 1997a; Holbrook et al., 1999]. Given the smoothed nature of the 

tomographic image, the actual continent-ocean boundary could be sharper, as observed for 

the US Atlantic margin [Holbrook et al., 1994a; Holbrook et al, 1994b; Lizarralde and 

Holbrook, 1997], but we use the diffuse boundary shown in Figure 1-17a to obtain a 

conservative estimate of the volume of igneous products. The thickness and the mean 

velocity of the igneous crust are then calculated as a function of the model distance 

(Figure l-17b). Prior to averaging velocities, we applied a pressure correction of 

0.22xl0~3 km/s/MPa [Christensen and Mooney, 1995] and a temperature correction of 

-0.5xl(T3 km/s/°C, with respect to a reference pressure of 600 MPa and a reference 
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temperature of 400°C. For the temperature correction, we assume a linear conductive 

geotherm with 0°C at the seafloor and 750°C at 40 km depth. In addition, all crustal 

velocities less than 6.8 km/s are assumed to be affected by alteration or porosity, so we 

replaced them with 6.8 km/s to properly evaluate the bulk composition of the igneous crust 

[Kelemen and Holbrook, 1995; Holbrook et al, 1999]. Velocities and depths within a 

horizontal window of 20 km were averaged at each model distance, and we repeated this 

averaging procedure with the 100 Monte Carlo ensembles to estimate uncertainty. 

Using the thickness and the mean velocity of the igneous crust as seismological 

constraints on the volume and the bulk composition of mantle-derived melt, we can place a 

first-order constraint on the style of mantle melting during continental breakup. Here we 

use an adiabatic mantle melting model extended from McKenzie and Bickle [1988] to 

incorporate active mantle upwelling, as described in Holbrook et al. [1999]. This gives 

mean pressure and fraction of melting, and melt volume for various combinations of 

potential temperature and upwelling velocity. These are connected to melt compositions 

and crustal velocity via the empirical methods developed by Kelemen and Holbrook 

[1995]. A predicted relationship between the mean crustal velocity and crustal thickness 

with the corresponding mantle potential temperatures is plotted for a passive upwelling 

case and three active upwelling cases, with active upwelling ratio of 2, 4, and 8 (Figure 1- 

18). The active upwelling ratio is defined as the mantle upwelling rate normalized by the 

surface divergence half-rate. One prominent feature of the observed mean velocity is that it 

is confined in a narrow range from 6.92 km/s to 7.02 km/s, regardless of the corresponding 

crustal thickness (Figure 1-18). This translates into a relatively constant mantle potential 

temperature (1270-1350°C), with a drastic temporal variation in the active upwelling ratio 

from ~8 during the initial phase of breakup to ~1 (passive) after -43 Ma. Interestingly, this 

is the same range of upwelling ratios obtained by Kelemen and Holbrook [1995] for the 

U.S. East Coast. In contrast, the velocity-thickness data from transect 1 suggest active 

upwelling of high-temperature (1400-1450°C) mantle throughout the opening of the North 

Atlantic [Holbrook et al, 1999] (Figure 1-18). The uncertainty in average velocity based 

on the Monte Carlo method is smaller than that obtained by the preliminary sensitivity test 
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of Holbrook et al. [1999], and it is sufficiently small to clearly define this marked velocity 

contrast between the two adjacent transects. Though the transect 1 data may be consistent 

with its coincidence with the presumed hotspot track, it is puzzling, from a viewpoint of a 

mantle plume hypothesis, that the more vigorous active upwelling of a cooler mantle 

during the initial rifting period is inferred for a location only 250 km from the presumed 

center of the hotspot track. The influence of the Iceland plume during the breakup of 

Greenland from Europe, therefore, may have been spatially restricted, and some 

contribution from non-plume components, such as in the convection models proposed by 

Mutter et al. [1988] and Boutilier and Keen [1999], may be required to account for the 

inferred complexity in the thermal and dynamic state of the mantle during the continental 

breakup. We note that, however, a few caveats need to be addressed for the interpretational 

method used in Kelemen and Holbrook [1995] and Holbrook et al. [1999]. First of all, 

replacing upper-crustal velocity uniformly with 6.8 km/s may be too crude and can 

potentially introduce significant errors in the estimate of bulk crustal composition. Second, 

all mantle-derived melts are assumed to be emplaced as observed crust, and the possibility 

of subcrustal fractionation, which may have been important for melt migration through 

preexisting lithosphere, is completely ignored. Finally, the empirical relationship between 

melt compositions and crustal velocity derived by Kelemen and Holbrook [1995] has the 

uncertainty of as large as 0.2 km/s. Even though the transient contribution of vigorous 

active upwelling of the mantle still seems to be a robust conclusion, the interpretation of 

the details of the observed velocity-thickness curve requires a more accurate method that 

can resolve the above weaknesses. The construction of such a new framework and its 

application to this transect will be presented in Chapter 3. 

1.6 Summary 

Using the multichannel and wide-angle seismic data obtained in the 1996 SIGMA 

experiment across the Southeast Greenland margin, we were able to fully resolve crustal 

structure along the 350 km long transect, including nearly undeformed continental crust, 

thick igneous crust at the continent-ocean transition zone, and moderately thick oceanic 
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crust near the seaward end. The depth-migrated MCS section clearly images the basement 

topography and the shallow crustal reflectivity, including seaward dipping reflectors. We 

developed a new tomographic method to invert wide-angle refraction and reflection travel 

time data for the long-wavelength structure along the entire transect. Strong lateral 

heterogeneity both in velocity and reflector depth is successfully recovered, and the Monte 

Carlo uncertainty analysis shows the most of model parameters are well constrained, with 

0.04-0.08 km/s error for velocity nodes and 0.25-1.0 km error for depth nodes. Negligible 

trade-off between velocity and depth is also demonstrated. 

The lateral variation in the mean velocity and thickness of the igneous crust is 

interpreted as a temporal variation in the composition and the volume of mantle melt 

produced during the opening of the North Atlantic. Based on a simple mantle melting 

model incorporating the effect of active upwelling, the inferred melt composition and 

volume seem to require a gradual transition from vigorous active upwelling during the 

initial stage of opening (56-50 Ma) to passive upwelling after 43 Ma, with moderately high 

potential temperatures of 1270-1350°C. This result makes a sharp contrast to the almost 

unvarying active upwelling of high temperature mantle inferred for transect 1, which is on 

the presumed Iceland hotspot track located -250 km north of transect 2. This contrast may 

suggest a limited influence of the Iceland plume on the rifting magmatism and a 

considerable non-plume component in the mantle upwelling, though this needs to be 

revisited by a more accurate interpretational method for the observed crustal velocity 

structure. 
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Figure 1-2. Configuration of transect 2 seismic experiment. Circles and 
triangles denote ocean-bottom instruments and onshore seismic recorders, 
respectively. Bathymetry contours are drawn at 500 m interval. 
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Figure 1-4. Wide-angle seismic data are plotted after range gain correction, with picked (solid 
circle with pick error) and predicted (open circle) travel times for Pg and PmP phases. 
Synthetic travel times are based on the velocity model presented in Figure l-8b, and 

corresponding ray paths are also plotted at the bottom, (a) OBH 24, (b) OBH 23, (c) OBH 19, 

(d) OBH 21, (e) OBH 17, (f) OBS A4, (g) OBS A8, (h) OBS C4, (i) OBS C9, 0) OBS C3, (k) 

OBH 27, (1) OBH 25, (m) OBH 16, (n) OBH 26, (o) OBH 20, (p) OBS A3, (q) OBS Al, (r) ST 
19, (s) ST 18, (t) ST 17, (u) ST 15, (v) ST 14, (w) ST 13, (x) ST 10, and (y) ST 9. 70 s shot data 

are shown for most of deep-water and on-land instruments. For USGS OBS data, we show the 
hydrophone component, which has better quality than the geophone components. 
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Figure 1-5. Benchmark test of the ray tracing algorithm, (a) 1-D velocity model of typical 

oceanic crust, (b) Ray paths and (c) travel times are calculated for the model using 

analytical integration for both refraction and reflection phases. Receiver is located on 

seafloor, and sources are located on sea surface at approximately 10-km interval, (d) Ray 
paths by the graph method with a velocity grid of 1-km horizontal spacing and 0.25-km 

vertical spacing, (e) Ray paths refined by the ray-bending method, (f) Another purely 
graph-theoretical paths with a velocity grid of 0.25-km horizontal spacing and 0.125-km 
vertical spacing. Error in travel times is plotted as a function of source-receiver offset in 
(g) for refraction and in (h) for reflection. Open circle, solid star, and solid circle 
correspond to the pure graph solution (d), the hybrid solution (e), and the pure graph 

solution with the finer grid, respectively. Ray dissimilarity is also plotted in the same way 

in (i) for refraction and in (j) for reflection. Ray dissimilarity is a measure of ray path 
i 

misfit [e.g., Fischer and Lees, 1993], and our definition here is Ax = J | x(s) - x^s) \ ds, 
o 

where x and xtrue are numerical and analytical ray paths, respectively, as a function of the 

normalized path coordinate, s, defined along each ray. 
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Figure 1-6. Numerical examples to demonstrate velocity-depth ambiguity in reflection 

tomography. In a true model, 1-D velocity profile similar to Figure l-5a was hung beneath 

the seafloor, and a reflector is located at depth of 9 km. (a) Starting model has true velocity 

structure (i.e., no velocity perturbation), but starting reflector (solid) is located 1-km 
shallower than true reflector (dotted). Two types of geometry were tested with this starting 
model, (b) Geometry A has five ocean bottom receivers and twenty sources. Excellent 
recovery is obtained both with (c) the case of w=l, and (d) the case of w=100. (e) 
Geometry B has the same sources but only three receivers, (f) Recovery with w=l shows 

unwanted velocity perturbation, and the reflector is not completely restored, (g) Higher 

weighting of depth sensitivity (w=100) results in better recovery. The corresponding travel 
time fits in (f) and (g) are virtually the same. In all inversions, horizontal correlation length 

is set as 5 km at the seafloor and 10 km at the model bottom, and vertical correlation length 
is set as 0.5 km at the seafloor and 1 km at the bottom. 
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Figure 1-8. Result of tomographic inversion, (a) Initial model was constructed by 

filtering the preliminary model reported in Holbrook et al. [1999]. Gaussian 
filtering with horizontal window of 100 km and vertical window of 10 km was 
applied, (b) After ten iterations, RMS travel time misfit was reduced to 81 ms 
with x2 of 0.42. 

69 



,,,, 1. . i 

P i - Or 1           "-.«a 
Jl       ■     '---i 1        3 

- 

IP'In  if-     i   ' **KM 

c<''i'i Hi 
- 
" JS ridi - fc '''-'■ B          Sill • 1         IIS 

3H2H 1Ü11»~- - III kJkä >-&■ > t«» 

- 1  I! tfl 
- /"!■ * lH*iiH 

/!'        üi&n _ r*(                        HH 
V    ■          ■   "räsS 11 i^^HH - r   fill ^ r^^flllflHfl 

-( i:;:h-:m /           JBH llw\m 
_( 

I          IIS 
r '"II1'   •  ''sBH 

. 111 1« 
My//iv/^H I            -HM IH/I    4l/^^^^^m8HM    II 

° -"'••'^'Ttl . BlI.'IlT-1 '(-.^«fal I l^HH 
IMItPilÄ V-*<S3B38^B _ IJfMll *I«SSBH 

■ 1 f< O-Jlfs 
iiit i ■■•■■. . 'älueIH 

ltF ram UHUS 1   1 ■'>■*■ WaBM - ' ll   II       V  :£$§ÜM 
PQ    ) Mm i.!- te"l!iH 
,__( 'li|  llllfflM <u MllMimmmMB^^M 
T3 - " ■■ °KiH o    C 1  -R'-TIH 
8 -H 

If If-' ■ - - jj pigSi lira HBHIH «3    -- 1 If ''• l-AWSm 
'  ' ' ">&aSH "*   -I ■I,II       , SMBB 

Ö     { 1—1    2 ft       - l-',-5H 
^ -E S fc ^sillfflM 
Ä  MH 

-*r ITTT j  1 11 i i i rjn 

II I I I II 
o 
IT) 
m 

o 
O 

O 
m 
CM 

O o 
CM 

o 

o o 

o 
in 

>o    o    »o    o    io    o 
—i    ^H    CM    CM    m 

[UD[] qjdsQ 

e o 

0) 

o 
IT) 

>n 
- °i 

o o 

6-= 

r-- 

o 
o 

I—I 
CD 

> 

o 

o 

[uq] qjd9Q 

Figure 1-9. Result of tomographic inversion with a different starting model, (a) 
Initial model was constructed by hanging the 1-D average crustal velocity profile of 

the model shown in Figure l-8a beneath the basement. Initial Moho is flat at depth 
of 25 km. (b) After 20 iterations, RMS travel time misfit was reduced to 77 ms with 
X2 of 0.36. 
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Figure 1-10. Test of velocity-depth ambiguity using different weighting of the 
depth kernel. Initial model is shown in Figure l-8a and ten iterations were applied, 

(a) w=0.01, (b) w=l (same as Figure l-8b), and (c) w=100. RMS travel time misfits 

are 82 ms, 81 ms, and 84 ms, respectively. 
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Figure 1-12. Resolution tests. Reference velocity model is the same as in Figure l-8a. We use the same 

source and receiver locations for synthetic travel time calculation, and random noise of 100 ms was 
added to synthetic data prior to inversion, (a) True model perturbation consists of five alternating 5% 
velocity anomalies, (b) Recovery obtained after four iterations. Almost no change is observed for 
reflector depths, (c) Model reflector (solid) was constructed by adding 1.5-km perturbation with 100- 

km wavelength to the reference reflector (dashed), (d) Starting from the reference reflector, good 
recovery is obtained for most parts with small leaking into velocity perturbations. 
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Figure 1-14. (a) Final velocity model derived by averaging all Monte Carlo 
ensembles, (b) Corresponding standard deviation for velocity and depth 

nodes. Contours are drawn at 0.02 km/s interval. 

75 



s4 

o 

i 

200 225 250 

Model Distance [km] 
275 300 

200 225 250 

Model Distance [km] 
275 300 

200 225 250 

Model Distance [km] 
275 300 

Figure 1-15. Short-wavelength features derived by inverting with shorter correlation 
lengths, (a) Observed travel times (solid circle with error bar) are plotted with 
predicted travel times (open circle) based on the high-resolution model shown in (b). 

Better fits are obtained for bumps in travel times around km 230-245. (c) Depth 
migrated section of seismic reflection data overlaid with line drawing. The seaward 

end of the wedge of seaward dipping reflectors (shown by arrow in b and c), correlates 
well with the high velocity anomaly. 
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Figure 1-16. (a) A preliminary compressional velocity model based on the travel time 
inversion scheme of Zelt and Smith [1992] (after Holbrook et al. [1999].) Solid squares 
denote velocity nodes; lower crustal velocity is controlled by the velocity at the upper 
boundary and user-defined velocity gradients. Beneath seafloor, the model consists of 
two sedimentary layers, one upper crustal layer, and one lower crustal layer. Also shown 
are trapezoidal cells, which are defined by either depth nodes or velocity nodes. 
Distribution of normalized travel time residuals is shown for (b) the preliminary model 
and (c) the model of Figure l-8b. 
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10 15 20 25 30 

Thickness of Igneous Crust [km] 

Figure 1-18. Mean velocity of the igneous crust is plotted as a function 
of corresponding thickness (open circles with error bars). The large open 
circle indicates the range of the velocity-thickness data (which are nearly 
constant) for transect 1. Also shown is the predicted velocity-thickness 

curves based on the mantle melting model, for passive and three active 

upwelling cases. The contours of corresponding mantle potential 
temperature are drawn at 50°C interval. 
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Chapter 2 

Gravity anomalies and crustal structure at the Southeast Greenland 
margin 

Abstract 
Free-air gravity anomalies across the Southeast Greenland margin are investigated in 
conjunction with a well-constrained seismic velocity model to provide a constraint on 
subsurface density structure. A new systematic approach is adopted for gravity modeling, 
which consists of (1) full error propagation from the velocity model to predicted gravity 
anomalies through a posteriori model covariance represented by Monte Carlo ensembles, 
(2) the inversion of residual gravity anomalies for density variations within geological 
subdomains, and (3) the joint inversion of seismic travel times and gravity anomalies. A 
density model derived from the velocity model, using conventional conversion laws for the 
continental and oceanic crust, substantially underpredicts the observed gravity by 
-70 mGal over the continental shelf. A possible range of mantle contribution is first 
investigated by modeling various thermal evolution and depletion scenarios, which 
suggests that the maximum contribution is only -20 mGal. Most of the residual gravity 
anomaly therefore must have a crustal origin, but neither errors in the velocity model nor 
the uncertainty of the chosen conversion laws is sufficient for such a large gravity misfit. 
Applying a conversion law with a denser upper crust in the continent-ocean transition zone 
seems to be the only plausible option to resolve this difficulty. Contrasting eruption 
environments for the transition zone crust (subaerial) and the oceanic crust (submarine) 
probably result in different porosity structures, to which a velocity-density relationship is 
highly sensitive. The wire-log and laboratory measurements of plateau basalts recovered 
from recent drilling legs on North Atlantic margins are shown to support this explanation. 

2.1 Introduction 

In the past decade or so, there have been an increasing number of deep-crustal seismic 

investigations on rifted continental margins, which have often revealed thick igneous crust 

at continent-ocean transition zones [LÄSE Study Group, 1986; White et al, 1987; Mutter 

and Zehnder, 1988; Trehu et al, 1989; Zehnder et al, 1990; Hopper et al, 1992; Holbrook 

and Kelemen, 1993]. The thick igneous crust at these volcanic passive margins is typically 

20-30 km thick, and its lower-crustal velocity is usually higher than 7.2 km/s. The 

correlation between the velocity and density of crustal rocks [e.g., Birch, 1961] implies the 

existence of a corresponding high-density lower crust, which has been used to explain 

positive gravity anomalies observed at the continent-ocean transition zones [Morgan and 
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Barton, 1990; Holbrook et al, 1994a; Holbrook et al, 1994b; Lizarralde and Holbrook, 

1997]. The high-velocity and high-density crust indicates an unusually high MgO content 

compared to the normal oceanic crust, implying the melting of hotter mantle during 

continental breakup [e.g., White and McKenzie, 1989; Kelemen and Holbrook, 1995]. 

In 1996, deep seismic experiments were conducted across the Southeast Greenland 

margin to systematically investigate the margin crustal structure with respect to the 

presumed Iceland hotspot track [Holbrook et al., 1999], and one of the seismic transects 

(transect 2) has been analyzed with joint refraction and reflection tomography to construct 

a high-fidelity seismic velocity model (Chapter 1). Transect 2 was located about 250 km 

south of the Iceland hotspot track (Figure 2-la) and extended from the deep-water ocean 

basin, across the continental slope and shelf, to the coastal region. The free-air gravity 

anomaly along the transect is marked by a positive gravity high with an amplitude of 

~60 mGal over the continental shelf (Figure 2-lb), which is also characteristic of gravity 

anomalies at other North Atlantic margins [e.g., Morgan and Barton, 1990]. There is 

significant lateral variation in crustal thickness along the transect, from ~9 km at the 

seaward end to -30 km beneath the continental shelf (Figure 2-lc). Whereas a water-crust 

density contrast at the shallowing bathymetry produces a positive gravity anomaly, a crust- 

mantle density contrast at this deepening Moho results in a larger anomaly with an 

opposite sign. The observed gravity high thus requires a variation in crustal density that 

can offset the effect of crustal thickening. The P-wave velocity of the thick igneous crust 

is, however, not significantly higher than the thinner oceanic crust, so that there is an 

apparent discrepancy between the velocity model and the observed free-air gravity 

anomaly on transect 2. 

The crustal velocity structure of transect 2 is well constrained by the unprecedented 

quality of seismic data with a dense receiver array and deep-penetrating sources, and its 

reliability has been comprehensively demonstrated by a nonlinear Monte Carlo uncertainty 

analysis (Chapter 1). Therefore we have an opportunity to resolve the possible origin of the 

conspicuous gravity high, which may also be applicable to other volcanic margins. The 

purpose of this paper is to construct a density model that is consistent with both the 
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observed free-air gravity anomaly and the crustal velocity structure, and to discuss the 

geological and geophysical implications of the inferred density structure. Though inference 

on density structure solely from gravity anomalies is notoriously nonunique, it is possible 

to considerably reduce the nonuniqueness and to place reasonable bounds on our estimate 

of density structure by utilizing the seismic velocity information and by considering 

possible geological processes involved in the formation of a volcanic passive margin. Our 

approach is based on (1) the full characterization of the absolute uncertainty of the velocity 

model (Chapter 1), which enables us to isolate other sources of uncertainty in regional 

gravity modeling, and (2) the inversion of residual gravity anomalies for density variation 

within a variable-shaped domain. We begin with a critical evaluation of existing velocity- 

density relationships for igneous rocks, which is fundamental to the use of a seismic 

velocity model as a constraint on density structure. 

2.2 The Paradox of the Margin Gravity High 

The gravity profile along transect 2 was constructed by combining shipboard free-air 

gravity data and Bouguer-corrected land gravity data; high-resolution marine gravity data 

based on satellite altimetry are also available [Smith and Sandwell, 1995], which are 

virtually identical with the shipboard data except at very short wavelengths (less than 1- 

2 km). Because the land data included a Bouguer correction, we will consider only a 

subhorizontal region to model the observed gravity anomaly. Density models are 350 km 

wide and 35 km deep and are gridded with uniform rectangular cells, each of which is 

200 m wide and 50 m deep, to accurately represent sharp density discontinuities such as 

the seafloor and the Moho. We assume that observed gravity anomalies can be modeled in 

2-D with reasonable accuracy, since gravity anomalies and bathymetry both have nearly 

linear patterns aligned perpendicular to transect 2. Gravity anomalies are obtained as the 

vertical integral of contributions from horizontal density layers, each of which is calculated 

in the 1-D Fourier domain [e.g., Blakely, 1995]. The horizontal ends of the model are 

continuously padded for an additional 200 km to avoid truncation artifacts, and the model 

was then mirrored to minimize the leaking of the transcendent component into shorter 
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wavelengths within the Fourier transform. We benchmarked our gravity calculations 

against various analytical solutions for simple bodies [e.g., Telford et al., 1990], and the 

numerical errors were found to be less than 1%. In all gravity calculations in this paper, a 

reference density structure is taken from km -300 to match the predicted anomaly with the 

observed anomaly toward the seaward end of the transect. 

We first considered a density model comprised of four constant-density layers: 

water (1.0Mg/m3), sediment (2.0Mg/m3), crust (2.86 Mg/m3), and mantle (3.3 Mg/m3). 

The basement and Moho boundaries are adopted from the seismic velocity model. A 

gravity anomaly calculated from this simple density model largely underpredicts the 

observed gravity anomaly, especially for the positive gravity high observed over the 

continental shelf (Figure 2-2). This clearly illustrates that the effect of the deepening Moho 

along the transect is significantly larger than the effect of the shallowing bathymetry, 

despite the fact that the seafloor has a larger density contrast and is located closer to the 

surface. Thus, strong density variations somewhere in the crust or mantle are necessary to 

explain the observed gravity anomaly. We will consider crustal density variations first, 

based on the seismic velocity model, and to do so, a conversion rule from F-wave velocity 

to density needs to be determined. For the sedimentary layer, we use Hamilton's empirical 

relation for shale [Hamilton, 1978], p = 0.917 + 0.747V, - 0.08Vp
2, which is the best fit to 

data on the ODP Leg 152 sediment core [Larsen et al, 1994]. For the continental crust, we 

use a nonlinear velocity-density regression curve estimated for average continental crust at 

20 km depth [Christensen and Mooney, 1995], p = 5.055-14.094/Vp, throughout the 

whole continental crust; this crude application of the conversion law is not very critical 

because of the relatively uniform crustal thickness and the weak velocity heterogeneity 

within the continental crust. The high velocity gradients observed in the upper crust in the 

transitional and oceanic regions are most likely due to the effects of porosity and alteration, 

and we use the following empirical relation, p = 3.61- 6.0/ V , which is based on DSDP 

and ODP core data [Carlson and Herrick, 1990]. 

The lower crust in the transitional and oceanic regions occupies the largest volume 

in the model, so a conversion law for this subdomain probably has the most significant 
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influence on the predicted gravity anomaly. The velocity-density systematics for igneous 

lower crust, however, have not been firmly established. This is because laboratory 

measurements of velocity and density are mostly limited to gabbroic rocks sampled from 

the oceanic crust and ophiolites [e.g., Christensen and Shaw, 1970; Christensen and 

Salisbury, 1975; Christensen and Smewing, 1981], whose velocity is usually strongly 

affected by metamorphism and porosity. Whereas empirical relations based on these data 

are probably appropriate for the normal oceanic crust, the majority of which seems to be 

influenced by hydrothermal alteration [e.g., Christensen and Salisbury, 1975; Gregory and 

Taylor, 1981; McCollom and Shock, 1998], it is not certain whether they are also 

applicable to the lower section of thick (>15 km) igneous crust, where crack-free, pristine 

gabbroic rocks unaffected by hydrothermal circulation probably predominate. In addition, 

though rock types expected for igneous lower crust are much more limited than those for 

continental crust [Christensen and Mooney, 1995], even mineral assemblages composed 

only of olivine, plagioclase, and clinopyroxene can have considerable compositional 

diversity, for which a single velocity to density conversion may not be appropriate. 

To investigate the relationship between velocity and density expected for primary 

gabbroic rocks, we have conducted fractional crystallization modeling starting from 

several primary mantle melt compositions, corresponding to a wide range of mean 

pressures and mean fractions of melting. Because the chemical composition of igneous 

lower crust must be bounded by the composition of primary mantle melts and that of 

fractionated, "cumulate" mineral assemblages, by conducting the crystallization modeling 

at a range of crustal pressures, we should be able to delineate the permissible extent of 

velocity and density variation for igneous lower crust. Readers are referred to Chapter 3 for 

the details of the modeling procedures. The results are presented in Figure 2-3, with other 

published empirical relations for mafic and ultramafic rocks. In this modeling, we assume 

that seismic anisotropy is insignificant for igneous lower crust, the degree of anisotropy in 

which is unknown. For a given density, fractionated assemblages usually have higher 

velocity than unfractionated ones because FeO is preferentially partitioned into residual 

liquids. The observed scatter in the velocity-density diagram results from nonlinearity in 
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mixing the elastic properties of different minerals. Note that all crack-free, synthetic 

assemblages lack the most commonly observed velocity-density values for normal oceanic 

crust (6.9 km/s and 2.9 Mg/m3). Birch's law for rocks with mean atomic weight of -21 

[Birch, 1961] is broadly consistent with the modeling results. Since we are interested in 

explaining the gravity variation as a result of crustal density variation, we adopt Birch's 

law for diabase, gabbro, and eclogite [Birch, 1961], p = 0.375 + 0.375Vp, which can serve 

as an upper bound for the density of primary gabbroic rocks (Figure 2-3). For velocities of 

6.8-7.0 km/s, this conversion law is very close to traditional empirical relationships for the 

oceanic crust [e.g., Christensen and Shaw, 1970; Carlson and Herrick, 1990], so this upper 

bound only becomes significant for higher velocities. For the lowermost section of thick 

igneous crust, there is a possibility of garnet growth [Ringwood and Green, 1964; 

Ringwood and Green, 1966]. For anhydrous igneous rocks with a typical cooling history, 

however, this garnet growth is unlikely because of kinetic barriers to reaction [Ahrens and 

Schubert, 1975]. Even if garnet forms, the velocity and density of resultant garnet 

granulites and eclogitic rocks both increase following Birch's law [e.g., Sobolev and 

Babeyko, 1994]. Therefore, our approach focusing on gabbroic assemblages is probably 

sufficient for igneous lower crust in general. This fractionation modeling also provides 

theoretical estimates for the temperature and pressure derivatives of velocity and density 

(Chapter 3). Using these derivatives, a conversion law defined at specific temperature and 

pressure can be used to calculate in situ density, p, from in situ velocity, V, as, 

Vr(pr^r) = V(p,T) + ^(pr-p) + ^(Tr-T) 

Pr(Pr,Tr) = f(Vr(Pr,Tr)) (2.1) 

p(p,T) = pr(pr,Tr) + ^(p-Pr) + ^(T-Tr) 

where pr and Tr are reference pressure and temperature (1000 MPa and 25°C), respectively, 

at which velocity to density conversion, p=f(V), is defined, and/? and Tare in situ pressure 

and temperature, respectively. 

Using the above conversion laws for the four subdomains, i.e., the sedimentary 

layer, the continental crust, the upper crust, and the lower crust, a gravity anomaly was 
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calculated based on the P-wave velocity model for transect 2. Although pressure and 

temperature derivatives are not constant and have a roughly linear dependence on velocity 

and density (Chapter 3), the calculation of gravity anomalies using average derivatives for 

expected ranges of velocity and density is sufficiently accurate, with an error of less than 

0.5 mGal. The pressure and temperature derivatives we used for velocity are 

0.2xl0"3 km/s/MPa and -0.4xl(T3 km/s/C°, respectively, and those for density are 

O.OlxlO-3 Mg/m3/MPa and -0.03xl0"3 Mg/m3/C°, respectively. Temperature at seafloor is 

set as 0°C, and the geotherm is calculated with a vertical thermal gradient of 20°C/km, 

which is appropriate for 40- to 60-m.y.-old lithosphere [e.g., Parsons and Sclater, 1977]. 

To propagate the uncertainty of the velocity model to that of a predicted gravity 

anomaly, we utilize 100 Monte Carlo ensembles of the velocity model obtained in 

Chapter 1. Because any model parameter in a tomographic model is correlated with other 

parameters to some extent, the model covariance is fundamental to evaluate error 

propagation for averaged quantities such as the gravity anomaly. In particular, the 

uncertainty of the lower-crustal velocity is expected to negatively correlate with the 

uncertainty of Moho depth, because reflection travel times are the major constraint on the 

lower-crustal structure. Therefore, the uncertainty of the corresponding gravity anomaly 

correctly estimated using the model covariance can be smaller than that estimated with the 

model variance only. Though the explicit expression of the full model covariance matrix 

and its use for error propagation are computationally intractable, by repeating the same 

procedure of gravity calculation for each Monte Carlo ensemble, and by taking the 

statistics of the resultant gravity anomalies, we can correctly incorporate the covariance of 

the velocity model into the uncertainty of the predicted gravity. Predicted gravity 

anomalies and densities obtained by this procedure are shown in Figure 2-4. To separate 

the effects of pressure and temperature corrections, two more anomalies are also shown in 

Figure 2-4a; the corrections for velocity, which has a much larger effect than those for 

density, result in a -30 mGal increase at most compared with the case of no correction. 

The calculated gravity anomaly, however, still significantly underpredicts the observed 

anomaly by -70 mGal over the continental shelf. 
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2.3 Possible Origins of the Margin Gravity High 

The preceding section demonstrates that the seismic velocity model cannot explain the 

margin gravity high with the adopted velocity-density conversion. A constant mantle 

density assumed in our gravity calculation may be a source of this discrepancy, but a 

possible density variation in our mantle section has only a small contribution, as we will 

show below. Remaining possibilities are then limited to crustal contributions; (1) the true 

velocity structure may be somehow very different from our velocity model, and/or (2) the 

standard velocity-density conversion may not apply to our transect. We will test these 

possibilities in turn by quantifying a source density anomaly using the inversion of gravity 

anomalies and by revisiting travel time tomography with the additional constraint of 

observed gravity anomalies. 

2.3.1 Mantle Contributions 

A mantle Bouguer anomaly (MBA) is calculated by subtracting the predicted gravity 

anomaly based on the density model shown in Figure 2-4b from the observed free-air 

anomaly (Figure 2-5a). The non-zero MBA indicates a density variation in the mantle 

section or an error in the crustal density model or both. Though the separation of the MBA 

into mantle and crustal components is nonunique, we can place a bound on the mantle 

contribution by modeling a plausible thermal and depletion history for the mantle 

underlying the igneous crust. We first estimated the order of required density variations in 

the mantle to explain the MBA, using an inversion technique described in Appendix A. 

The resultant 1-D density variations for the mantle section, with different maximum depth 

extents for the anomalous region, are shown in Figure 2-5b. The amplitude of the mantle 

density anomaly varies from 0.04 to 0.06 Mg/m3 for the range of the maximum depth, 

corresponding to a temperature variation of 400-600°C or a compositional variation of 2 to 

3% in the Mg-number [Jordan, 1988], neither of which seems reasonable for our mantle 

section. The crustal contribution to the MBA is thus indisputable, but at the same time it is 

important to limit how much of the MBA can be explained by a possible density variation 

in the mantle. 
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The formation age of the igneous crust varies from 61 Ma to 43 Ma along the 

transect, and older lithospheric mantle beneath the thicker igneous crust would be colder 

and thus denser. The mantle thermal structure is calculated using the plate cooling model 

of McKenzie [1978]; a geotherm is obtained as a function of time by, 

T(t,z)    z     2 f,(-l)"+1a . (nrib\ .     _/,    z\     (   n2n2Kt^ 2 f,(-l)"+1a . (nnb\ .       (,    z\ 
+ —r > —-z sin   sinnrc 1— ext 

n1 &    n2b        { a ) I     aj ,2 (2.2) 
Ta        a    7t ~    n"b        V  a ) \     aj      \      a'   j 

where Ta, a, b, and K are asthenospheric temperature, plate thickness, the initial thickness 

of a lithospheric lid, and thermal diffusivity, respectively. We use the observed crustal 

thickness for the initial lid thickness and set the thermal diffusivity of mantle peridotite as 

KT6 m2/s. The 2-D thermal structure is converted to a mantle density model using the 

thermal expansion coefficient of 3xl0~5K~! and the adiabatic compressibility of 

8xl0~3 GPa-1 [Turcotte and Schubert, 1982]. A density difference due to an age difference 

is mostly confined to depths less than 100 km. Although the density contrast can be 

slightly increased by increasing the asthenospheric temperature and the plate thickness, 

those effects are trivial for the already cold lithosphere with the age difference of less than 

20 m.y. (Figure 2-6a). For simplicity, we first model the mantle beneath the continental 

crust as 60-m.y.-old oceanic lithosphere in this and succeeding examples. However, this 

simplified treatment results in an positive gravity anomaly increasing toward the landward 

end of the transect (Figure 2-6a, profiles A-C), which is incompatible with the overall 

trend of the MBA. The assumption that the subcontinental mantle is the same as that 

beneath the new, oceanic crust offshore is probably inappropriate because the Greenland 

continental crust is of the Archean age and the Greenland mantle lithosphere is probably 

highly depleted compared to the oceanic lithosphere [Bernstein et ah, 1998]. Considering 

its depleted nature, the continental lithosphere at model distances less than 50 km can be 

less dense than oceanic mantle despite its greater age and consequently lower temperature 

[e.g., Jordan, 1988]. To account for this effect, the required buoyancy is modeled to reduce 

predicted gravity at the landward end to zero (Figure 2-6a, profile A+). The amplitude of 

the resultant gravity anomaly due to mantle density anomaly is -20 mGal. 
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Differentiation processes associated with continental rifting can significantly 

modify the mantle density structure, so that we need to include the effect of mantle 

depletion in addition to the temperature and pressure effects discussed above. We first used 

the mantle depletion model of Klein and Langmuir [1987]; the fertile plagioclase lherzolite 

and garnet-spinel lherzolite have densities of 3.27 Mg/m3 and 3.34 Mg/m3, respectively, at 

atmospheric pressure and 25°C, and the boundary between plagioclase and spinel 

lherzolite is set at 0.8 GPa. Igneous crust is generated by the passive upwelling of mantle, 

so thicker crust requires a higher-degree of depletion of hotter asthenosphere, which results 

in more buoyant present-day mantle. A mantle density model predicted by this passive 

upwelling scenario has a gravity anomaly with a trend opposite to the trend of the observed 

MBA (Figure 2-6b). As suggested by the petrologic interpretation of the seismic velocity 

model of transect 2, active mantle upwelling seems to have been significant during the 

formation of this continental margin, and the mantle potential temperature was probably 

almost constant despite the strong variation in crustal thickness (Chapter 1). Therefore, we 

next considered a mantle depletion model with an average degree of melting of 12% 

throughout the transect (Figure 2-6c). A positive amplitude is then recovered, and, after 

correcting for the density of the continental lithosphere, the amplitude of the gravity 

anomaly is -15 mGal (Figure 2-6c); the effect of mantle depletion only reduces the mantle 

contribution in the MBA. 

The subcrustal fractionation of mantle melt to form ultramafic "cumulates" could 

also affect the bulk density of shallow mantle. Geochemical studies of the North Atlantic 

igneous province indicate an important role for high-pressure fractionation (8-15 kbar) 

during the ascent of magma through lithosphere [Morrison et al., 1985; Thompson et al, 

1986; Bernstein, 1994; From and Lesher, 1997]. The effect of preexisting lithosphere 

might persist during continental rifting, so crystallization from primary melt might have 

started within the mantle lithosphere. At high pressures, crystallizing phases from basaltic 

liquids are generally olivine, then clinopyroxene, and then plagioclase [e.g., Bender et al, 

1978; Presnall et al, 1978; Grove et al., 1992; Langmuir et al, 1992]. During olivine-only 

fractionation and olivine+clinopyroxene fractionation, the forsterite content of crystallizing 
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olivine gradually decreases because of Fe-Mg partitioning between olivine and liquid 

[Roeder and Emslie, 1970], if fractionating liquid does not react with surrounding mantle. 

Relatively Fe-rich olivine cumulates at subcrustal levels could increase bulk mantle 

density. The density of crystal assemblages calculated in the fractionation modeling 

(Figure 2-3) is used to quantify this effect (Figure 2-7). The magnitude of the positive 

density anomaly depends on the initial liquid Mg-number; a lower Mg-number results in a 

shaper decrease in the forsterite content (Figure 2-7a). The overall impact on mantle 

density is limited by the appearance of the second crystallizing phase, and the resulting 

bulk density anomaly rarely exceeds 0.02 Mg/m3 (Figure 2-7b). For 30-km-thick crust, for 

example, as much as 20% subcrustal fractionation would merely result in a 7.5-km-thick 

layer with a density anomaly of 0.02 Mg/m3. This is an order of magnitude smaller than the 

mantle density anomaly required to explain the MBA (Figure 2-5b), indicating that this 

effect is only of minor significance in this study. 

2.3.2 Crustal Contributions 

Crustal Density Anomalies 

Having explored a reasonable range of thermal and depletion history for our mantle 

section, we can conclude that the mantle contribution to the observed MBA is about 

20 mGal at largest, and that the rest of the MBA must originate in the crust. Given the 

uncertainty in our modeling of mantle-origin gravity anomalies, we will hereafter consider 

three different residual gravity anomalies including the original MBA to investigate the 

crustal contribution (Figure 2-8); the residual anomalies are inverted for density anomalies 

in the whole crust, the lower crust, and the upper crust (Figure 2-9). An inversion fit 

similar to the one shown in Figure 2-5a was obtained for all inversions. Note that these 

inversion results depend on the choice of reference density structure in the gravity 

calculation. If we choose to define the reference model to match a predicted anomaly over 

the continental shelf with the observed anomaly, for example, the resultant MBA would be 

all negative except over the shelf, and the required variation in crustal density would nearly 

double, because the largest residual anomaly would now correspond to the thinnest crust. 

Since the seaward section of the transect is best resolved in the seismic velocity model and 
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is similar to the normal oceanic crust, which has tightly constrained velocity-density 

systematics, it can be confidently treated as the reference for our gravity modeling. 

The whole-crustal density anomaly has an amplitude of 0.06-0.08 Mg/m3 (Figure 

2-9a). A systematic error of this degree in our upper-crustal density model could be 

acceptable, because the velocity to density conversion law of Carlson and Herrick [1990] 

has a similar uncertainty. Since the conversion law we adopt for the lower crust provides 

the greatest possible density for a given velocity, however, this density anomaly must be 

attributed to a systematic error of greater than 0.16-0.21 km/s in the lower-crustal velocity, 

which substantially exceeds the absolute error of 0.04-0.08 km/s estimated by the 

nonlinear Monte Carlo analysis (Chapter 1). In addition, the average crustal velocity has a 

smaller error of -0.03 km/s because of the negative correlation of parameter uncertainty, 

further reducing the possibility of such a large systematic error in the lower-crustal 

velocity. 

Restricting the density anomaly to the lower crust causes an even larger density 

anomaly (Figure 2-9b), so we are unable to explain this density anomaly for the same 

reason. The upper-crustal density anomaly naturally has a much greater amplitude (Figure 

2-9c), and the anomaly of about 0.2 Mg/m3 cannot be explained by either the uncertainty of 

the conversion law or an error in the upper-crustal velocity. The upper crust is the best 

constrained part of the tomographic model owing to the dense coverage of refraction rays 

(Chapter 1). Although there is a possibility of having a completely different conversion 

law for the upper crust, as we will discuss later, we would like to first make a conservative 

review of our previous estimate of the uncertainty of the seismic velocity model and 

reexamine its reliability. One may argue that, for example, the number of ensembles used 

in our Monte Carlo analysis is not sufficiently large to provide the definitive estimate of 

the a posteriori covariance. This type of criticism is always valid for the Monte Carlo 

method unless the number of ensembles is extremely large, which we regard as an 

unrealistic ideal for our large-scale tomography, so we must seek an alternative, 

independent check on our uncertainty analysis. Since the majority of the lower crust is 

constrained only by reflection travel times, we think it beneficial to revisit the tomography 
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problem by jointly inverting seismic travel times and gravity anomalies. The virtue of this 

joint inversion is that the exploration of the model space is biased to some subspace that 

can explain an input gravity anomaly, thereby supplementing the possibly limited search of 

the model space by Monte Carlo randomization. 

Traveltime Tomography Revisited 

The formulation of the joint inversion of seismic travel times and gravity anomalies is 

given in Appendix B. A starting model is the velocity model shown in Figure 2-lc, and 

correlation length functions for velocity and depth nodes are the same as in Chapter 1. 

Depth-kernel weighting is set as unity for all inversions. The slowness derivatives of 

density are based on the velocity-density conversion laws as chosen above except for the 

sedimentary layer, for which we assign zero sensitivity. The travel time data consist of 

2318 Pg and 2078 PmP picks from 25 instruments, and the gravity anomaly data consist of 

76 data points sampled from the observed free-air gravity anomaly with a 5 km interval. 

With the smoothing weights fixed, the gravity-kernel weighting parameter, Ag, is varied 

from 0.01 to 1. For each choice of Ag, the inversion converged within five iterations. The 

results are summarized in Figure 2-10a. There is almost no reduction in a root-mean-square 

(RMS) gravity residual with small Äg, and the corresponding final velocity model (Figure 

2-10b) is virtually identical to the starting model. The RMS gravity residual starts to 

decrease drastically around Ag of 0.1, and reaches ~3 mGal for the largest Ag. The long 

wavelength variations in the observed gravity anomaly are completely fitted using a 

density model corresponding to the velocity model shown in Figure 2-10c, and the small 

residual is mostly due to the short wavelength feature observed at model distances of 

km 60-90 (Figure 2-lb). This final velocity model has a high-velocity root (-7.5 km/s) in 

the lowermost crust at km 80-230. There is, however, a strong trade-off between the travel 

time constraint and the gravity constraint; while the RMS gravity residual reduces by 

increasing the gravity-kernel weighting, the travel time fits significantly deteriorate, 

especially for the PmP phase (Figure 2-10a). 

This exercise demonstrates that there is no hidden model space that we might have 

missed in our previous Monte Carlo uncertainty analysis; if there were such model space, 
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we should observe no change in the travel time fits, while gravity fits are improved. 

Although the joint inversion does place the needed high-velocity material at the least 

resolved part of the velocity model, the travel time constraint is largely violated, so that the 

final velocity model such as shown in Figure 2-10c can be rejected. One may note that a 

part of the gravity misfit can be explained without strongly violating the travel time data, 

such as the case of setting Äg to 0.1 (Figure 2-10a). Considering that the densest possible 

conversion was used for the lower crust, however, it is very unlikely that we can accept a 

denser lower-crustal model than derived by the original velocity model. Therefore, the 

residual gravity anomaly cannot be attributed to the lower crust despite the fact that it has 

the largest volume contribution and the largest model uncertainty. 

Is Upper Crust Denser? 

The upper crust of transect 2 constitutes about 30% of the whole-crustal volume, and its 

velocity structure has an uncertainty of -0.04 km/s (Chapter 1). The density conversion 

law of Carlson and Herrick [1990] is well constrained with one standard deviation of 

0.07 Mg/m3. The upper-crustal density anomaly of -0.2 Mg/m3 required to explain the 

residual gravity anomaly (Figure 2-9c), therefore, seems difficult to reconcile with the 

seismic data. The velocity-density systematics for the upper oceanic crust is largely 

controlled by porosity, and Carlson and Herrick's empirical law is based on a number of 

laboratory measurements of samples collected from the oceanic crust and ophiolites (see 

references cited in Carlson and Raskin [1984]). We note, however, that the velocity and 

density of lavas recovered from the ODP Site 642 (V0ring margin) and Site 917 (Southeast 

Greenland margin) are systematically offset, despite large scatters, from Carlson and 

Herrick's law [Planke, 1994; Planke and Cambray, 1998] (Figure 2-1 la). Though there are 

only two drilling sites that show this trend and the penetration depths into basaltic rocks 

are less than 1 km, this systematic offset of about 0.2 Mg/m3 in density or 1.0 km/s in 

velocity might be a fundamental difference between normal oceanic upper crust and the 

upper crust of North Atlantic continent-ocean transition zones. Volcanic passive margins 

are characterized by the occurrence of seaward-dipping reflectors, which resulted from 

vigorous subaerial eruptions [e.g., Hinz, 1981]. Multichannel seismic reflection data on our 
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transect show several seaward-dipping reflectors within the transitional upper crust, and 

the basement high located around km 240 likely marks a transition from subaerial eruption 

to submarine eruption (Chapter 1). Most of the upper-crustal density anomaly is confined 

to the thick transitional upper crust (Figure 2-9c), suggesting that Planke's conversion law 

should be preferred for that part of the upper crust. 

Several possibilities have been proposed for the difference between the two 

conversion laws for the igneous upper crust, including compositional effects, porosity 

structure, and the degree of alteration [Planke, 1994]. Plateau basalts tend to have lower 

Mg-numbers than mid-ocean ridge basalts (MORBs), and the corresponding increase in the 

iron content may be a major reason to modify the velocity-density systematics (e.g., Figure 

2-3). Whereas Icelandic plateau basalts do indeed have higher grain densities [Christensen 

and Wilkens, 1982], however, reported grain densities for samples from the Greenland 

margin are virtually the same as that for average MORB [Larsen et ah, 1994; Duncan et 

al., 1996], so it is unlikely that the systematic offset results from a difference in matrix 

density. Alternatively, subaerial lava emplacement could result in a different porosity 

structure, and we note that the velocity of porous rocks is highly sensitive to the spectrum 

of pore aspect ratios [e.g., Wilkens et al, 1991]. Porosity structure is also affected by 

alteration, largely controlled by hydrothermal circulation and cooling history, which can 

substantially differ between plateau basalts and MORBs. Simple forward modeling was 

conducted to illustrate the effect of porosity structure (Figure 2-11); the spectra of pore 

aspect ratios are modeled to fit the overall trend of the two empirical conversion laws. The 

chosen spectra are of course arbitrary, in the sense that there are many other solutions to 

generate similar fits, but the potential of porosity structure in modifying velocity-density 

systematics is clear from this example. 

The residual gravity anomaly of 40-60 mGal over the transitional crust might, 

therefore, be due to a denser upper crust, compared to the oceanic upper crust. Our 

preferred density model, incorporating this upper-crustal density anomaly, is presented in 

Figure 2-12c. The corresponding gravity anomaly shows an excellent fit with observations, 

providing an independent check on the accuracy of our inversion method (Figure 2-12a). A 
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mass anomaly based on the final density model is shown in Figure 2-12b, which is broadly 

comparable with a mass anomaly based on an observed sedimentary load, indicating that 

most of the current sedimentary load is not compensated by the underlying lithosphere. 

Since the thickest sediment column is only about 1.5 km, however, the transect is close to 

isostatic equilibrium; required surface elevations to attain local isostasy are less than 

0.6 km along the transect (Figure 2-12b). The mode of isostacy is of a mixed nature; the 

basement topography is balanced by both the crustal thickness variation (Airy-type 

isostacy) and the lateral density variation within the crust (Pratt-type isostacy). 

2.4 Discussion and Conclusion 

Gravity modeling has been a common exercise in studies of deep-crustal structure [e.g., 

Holbrook et al, 1994b; Horsefield et al, 1994; Chian et al, 1995; Barton and White, 

1997a; Lizarralde and Holbrook, 1997; Reid and Jackson, 1997; Mjelde et al, 1998]; 

through the correlation between velocity and density, it can provide an independent check 

on a velocity model. There are, however, several problems with this type of gravity 

modeling, which have often been overlooked in previous studies. Because the velocity- 

density systematics can have considerable uncertainty even for a single rock type, due to 

compositional and porosity effects, and because a velocity model itself always has some 

estimation errors, constructing a density model that can satisfy a given gravity constraint 

could become arbitrary, considering the nonuniqueness of the derived density distribution. 

Being able to present a 'consistent' pair of velocity and density models may only mean that 

an original velocity model is poorly constrained. We therefore need to (1) demonstrate how 

well a velocity model is constrained and (2) translate its uncertainty into a density model. 

Velocity-depth ambiguity is inherent in the seismic constraint of reflection travel times, 

and the corresponding correlation between velocity and depth parameters should be used to 

provide a proper error estimate in gravity modeling. The Monte Carlo approach used in 

this study fulfills these requirements. 

Uncertainty in velocity to density conversion is more problematic. For the 

continental crust, because of the variety of rock types we can expect [e.g., Christensen and 
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Mooney, 1995], rigorous error propagation does not seem to provide any useful outcome 

[Barton, 1986]. For the thick igneous and oceanic crust, however, we can reasonably 

assume a one-step crustal production from mantle melting, so that less ambiguous 

conversion is possible. This is especially true for the lower-crustal section of thick igneous 

crust, which is hardly affected by seawater alteration. Even though there is still 

considerable scatter in the velocity-density relation of gabbroic rocks (Figure 2-3), a 

bounding approach such as our densest possible conversion is effective to systematically 

isolate density anomalies, together with the inversion method developed in this paper. 

Whereas the inversion of gravity anomalies is usually formulated to estimate the shape of a 

causative body [e.g., Oldenburg, 1974; Granser, 1987; Guspi, 1990], we showed that an 

alternative formulation to estimate density is particularly useful when reliable seismic 

information is available. Our success in this systematic approach is, however, somewhat 

fortuitous because the bounding approach largely depends on having well-constrained 

oceanic crust within the transect. Based on the presence of oceanic crust, we were able to 

test various possibilities for the thicker transitional crust. If we did not have such a reliable 

benchmark, the gravity modeling could have been almost meaningless, as lucidly 

demonstrated by Barton [1986]. 

Owing to limited experimental capability in the past, it is for only the last several 

years that we have been able to collect dense, high-quality seismic data and to confidently 

derive deep-crustal seismic structure. Deep-crustal seismic studies in previous generations 

relied heavily on expanding-spread profiling, suffering from serious velocity-depth 

ambiguity for lower-crustal structure. Because of this, gravity studies based on an 

assumption of local or regional isostacy were common, and their validity is open to 

question. As demonstrated by Lizarralde and Holbrook [1997] and by this study, isostatic 

compensation at passive continental margins can be quite complex, suggesting that 

previous geophysical studies on passive margins based on simple isostacy assumptions 

[e.g., Karnerand Watts, 1982; Watts, 1988; Watts andMarr, 1995] need to be revisited. 

Many passive continental margins show a gravity high similar to that in our 

transect. Whereas Vogt et al. [1998] proposed densified crust resulting from a gabbro- 
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eclogite phase change as the most likely, general explanation for these gravity highs, such 

an explanation does not apply to our transect, because the crustal velocity is too low to be 

interpreted as eclogite. Though we do not believe that there should necessarily be a single 

explanation for all passive margin gravity highs, the dense upper crust made of plateau 

basalts might be an important factor for gravity highs at volcanic margins worldwide. 

Because the number of joint seismic and gravity studies at volcanic margins is fairly 

limited, and because direct comparison with our result is hindered by the difference in the 

quality and quantity of seismic data and in gravity modeling methods, it is difficult to 

discuss this hypothesis further. 

Appendix 2.A Inversion of Gravity Anomalies in the Presence of Upper 
and Bottom Topography 

A 2-D gravity anomaly, gv caused by a 1-D density variation, p(x), bounded by z=Zj(x) and 

z=z2(x) (Figure 2.Al) may be expressed in the Fourier domain as [Parker, 1972], 

F[gJ = -2nGexpflk | Zo)^"1*^ 'F[P(Z," -z"2)l (2A.1) 

where F[] denotes the 1-D Fourier transform with respect to the horizontal coordinate, and 

G, z0, and k are the universal gravity constant, the vertical coordinate of an observation 

plane (z0<min(z,)), and the horizontal wavenumber, respectively. A restriction to constant 

thickness is usually applied to separate the F[p] term from other higher-order terms with 

topography variations and construct an iterative inversion formula for the density variation 

[e.g., Parker and Huestis, 1974]. This limitation to constant layer thickness is only 

superficial, and an extension to variable thickness is straightforward. Noting that the 1-D 

density variation between the two boundaries can be also expressed as a layer of constant 

thickness and two topographic corrections, equation 2A.1 may be rewritten as, 

2nG^     \k\K W    ti      n\ (2A.2) 

{e-^ F[p(Zl -za)"]-e-m F[p(z2 -zj]}, 
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where z„ = min(z;) and zb = max(z2). Since the convergence of the infinite series summation 

is fastest when a reference plane is located between the top and bottom boundaries 

[Parker, 1972], the more numerically efficient form of equation 2A.2 may be expressed as, 

FfeJ 1 

2nGew°     \k 
r=7f1(eH^-e-|^)F[p] + X H*!)1 n-i 

x 
n = \ 

(2A.3) {t-lk^F[p{(za-zriy-(zl-zrl)
n}] 

+tw"-v[p{{z2-zr2y-{zb-zr2)
nm, 

where zrl = (zfl+max(z,))/2 and zr2 = (z6+min(z2))/2. An iterative inversion formula for the 

density variation is thus obtained as 

F[p] = 

-l*k 

F[gJ 
\k\z0 27iGe 
-j«x 

n=l 

{c-wz"F[P{(za-zrlr-(z1-zriy}] (2A.4) 

+e-^F[p{(z2-zr2y-(zb-zr2y}]}\, 

-1*1- Note that, for k=0, the term | k \ l{e~Wz° - e~' "*) reduces to the reciprocal of the constant 

layer thickness, l/(zb-z„)- An annihilator can be constructed by setting F[g_] = 0 and using 

S(k) as an initial guess for F[p]. This inversion is essentially a downward continuation so 

that proper low pass filtering must be applied at each iteration to avoid the divergence of 

high-wavenumber components. 

Appendix 2.B Joint Inversion of Seismic Travel Times and Gravity 

Anomalies 

Following the notation adopted in Chapter 1, a linearized inverse equation for slowness 

and depth perturbations that are constrained by seismic travel times and gravity anomalies 

may be expressed as, 

o 
0 

0 

Gv 

0 
Vv 

0 

0 

<5mv 

-Smd 
w 

(2B.1) 
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where d, and dg are residual travel times and residual gravity anomalies, respectively, G 

and F are Frechet derivative matrices for travel times and gravity anomalies, respectively, 

the L matrices are for smoothing constraints, and the (5m vectors are for model 

perturbations. The subscripts v and d denote slowness and depth components, 

respectively. The weighting parameters, Ag, /Lv, and Xd, control the significance of the 

gravity anomaly constraint and the smoothness constraints on the velocity model, 

respectively, relative to the travel time constraint. The depth-kernel weighting parameter, 

w, determines the relative weighting of depth sensitivity in the Frechet matrices. The 

details of inversion strategy are identical to those described in Chapter 1. 

To be consistent with the node-oriented parameterization employed in Chapter 1, 

the cell volumes of the slowness mesh are redistributed to nodes, and we assign a centroid, 

(x, z,), for each nodal volume of dVt. The 2-D gravity Frechet matrix for slowness nodes 

may be then written as, 

as 

= 2G^ ^ -dV„ 

where dpids is the slowness derivative of density, K(---) is a 2-D gravity kernel for a 

point mass source, and (xJ
0,z

J
0) is an observation point for the y'-th residual gravity 

anomaly. Additional sensitivity is required for horizontal edge nodes to be consistent with 

the padding applied in the forward gravity calculation, so the following sensitivity as, 

2G^dz 
ds 

(Z:-zJ
0)dx n    ^   _, 0 ■ + —+ tan 

fx     -xA 
-'•min       ■*(> 

Zc~Zo   J 
(2B.3) 

is applied for the edge nodes at the horizontal minimum of the model domain, x^n, based 

on the semi-infinite slab formula [e.g., Telford et al., 1990]. A nodal volume dV{ is 

decomposed as dxxdz in the above expression, and for the nodes at the horizontal 

maximum, x^, the term (x^n-xJ
0) should be replaced with (xJ

0-xmax). Similarly, the 

Frechet matrix for depth nodes, (x,,z,), can be derived as, 

(zt-zJ
0)dx 

'(xt-xif+izt-zif 
W=2G[p(xl,zi)-pJ7—-iS-^p—., (2B.4) 
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where pmis mantle density, and dx is average distance to neighboring nodes. 

An example of the gravity Frechet matrix for slowness nodes is shown in Figure 

2.B1. The radial part of equation 2B.2 has strong sensitivity below the observational point 

with a lateral spread of -15 km, and it rapidly attenuates away from the core (Figure 

2.Bla). Because the nodal volume distribution is not regular and gradually increases 

downward due to the variable grids (see Figure 7 of Chapter 1), and because different 

geological subdomains such as the upper and lower igneous crust have different 

derivatives of slowness with respect to density, the total sensitivity has a few 

discontinuities and a diffuse character (Figure 2.Bib). Even after applying a cutoff 

criterion, therefore, the gravity sensitivity matrix is no more sparse. The number of 

residual gravity anomaly data, however, can be limited because we are interested only in 

long-wavelength gravity variations, so that it is possible to maintain the memory 

compactness of the inverse equation. 
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Figure 2-1. (a) Shaded gravity anomaly map with location of 1996 SIGMA seismic 

transects. Contour interval is 25 mGal. Solid lines denote airgun shot lines whereas open 
circles denote onshore/offshore seismic instruments, (b) Free-air gravity anomaly on 
transect 2. Land data (<km 50) were applied with Bouguer correction, (c) F-wave crustal 
velocity model for transect 2, with geological interpretation of continent-ocean transition 
zone (Chapter 1). 
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Figure 2-2. (a) Observed free-air gravity anomaly is plotted with predicted 
free-air gravity anomaly (±la) based on 4-layer constant density model shown 

in (b). Standard deviation of predicted gravity anomaly is based on standard 
deviation of the Moho depths as shown as white lines in (b). 
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Figure 2-3. Covariation of P-wave velocity and density of mafic and ultramafic rocks at 1000 MPa 
and 25°C. Large symbols denote values based on the CIPW norm calculation of mantle primary melts 
(circles [Kinzler and Grove, 1992; Kinzler and Grove, 1993; Kinzler, 1997], triangles [Hirose and 

Kushiro, 1993], stars [Baker and Stolper, 1994], and squares [Walter, 1998]), and small symbols 
denote values of fractionated crystal assemblages based on fractional crystallization modeling at 100, 
200,400, and 800 MPa (see Chapter 3 for details). Velocity-density relationship adopted in this study 

is shown as thick solid line (Birch's law for diabase, gabbro, and eclogite). Also plotted are velocity 
and density of residual liquid compositions (solid diamonds for solid fractions less than 0.5, and open 

diamonds for solid fractions greater than 0.5). Though density for residual liquids at late fractionation 
stages exceeds the adopted conversion law because of high FeO content, its contribution to lower 

crust is minimal, considering its small volume proportion. Ellipses denote laboratory data for diorite, 
gabbro-norite-troctolite, pyroxenite, and dunite, reported by Christensen and Mooney [1995]. Three 
solid lines are taken from Birch [1961] for plagioclase, rocks with mean atomic weight of -21, and 

diabase-gabbro-eclogite. Dashed and dotted lines are for normal oceanic crust based on ODP/DSDP 

core data [Carlson and Herrick, 1990] and on samples dredged from the Mid-Atlantic Ridge 
[Christensen and Shaw, 1970]. 

105 



C3 

Ü 
B 
>^ 

•i-H 

I 

(a) 

50 - 

-50 

-100 - 

_i 1 1 I I I I i_ _i 1 1 1 1 1 1 I I I '      '      i _i 1 1 L_ 

Observed 
(p-T correction for Vp) 

(no p-T correction) 
Calculated (p-T correction for Vp & p) 

i     i     i     i—[—i—i—i—i—|—i—t—i—i—|—i—i—i—i—|—i—i—i—i—|—r 

0 50 100 150 200 250 

Model Distance [km] 
300 350 

100    150    200    250 

Model Distance [km] 
300 350 

Figure 2-4. (a) Predicted free-air gravity anomaly (±la) based on the density model 

shown in (b) is plotted with observed free-air gravity anomaly. Pressure and 

temperature corrections are applied to both velocity and density conversions. Also 

shown are gravity anomalies with no pressure and temperature corrections (dotted) 

and with pressure and temperature corrections for velocity conversion only 
(dashed). 

106 



1  '   '   I 

100 150 200 250 

Model Distance [km] 
350 

d -0.02 
< 

-0.04 

100 150 200 250 

Model Distance [km] 

Figure 2-5. (a) Mantle Bouguer anomaly based on crustal density model shown in 
Figure 2-4(b). Dashed line denotes fitted gravity anomaly obtained in the inversion for 
mantle density anomaly. Virtually identical fits are obtained for different maximum 
compensation depths, (b) Mantle density anomalies for different maximum 

compensation depths (solid: 75 km, dash-dotted: 100 km, dashed: 150 km, and dotted: 

200 km). One standard deviation is shown for the case of maximum depth of 75 km. A 
low-pass filter used in this inversion is cosine-tapered with cut wavelength of 80 km 

and pass wavelength of 100 km. 
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Figure 2-6. Three different models for mantle density anomaly (lower panel) and 

corresponding gravity anomalies (upper panel). Mantle density anomaly is relative to 

3.3 Mg/m3, the constant value assumed in the other density models, (a) Mantle density 

anomaly from pressure and temperature effects only. Mantle thermal field is based on 1-D 
thermal evolution model. A (solid): 7>1350°C and a=200 km, B (dotted): T„=1450°C and 
a=200 km, and C (gray): rn=1350°C and a=125 km. A+ (dashed) is obtained by adding 
negative density anomaly of 0.015 Mg/m3 for the region enclosed by solid box (continental 

lithosphere). (b) In addition to temperature and pressure corrections, the effect of mantle 
depletion required to produce the observed crustal thickness based on passive mantle 

upwelling model is incorporated (solid). Asthenospheric temperature is varied accordingly 
and plate thickness is held constant at 200 km. A positive density anomaly of 0.032 Mg/m3 

is added to continental lithosphere to increase the landward end of gravity anomaly to zero 
(dashed), (c) Average degree of melting is held constant at 12% with plate thickness of 
200 km (solid). A negative density anomaly of 0.009 Mg/m3 is added to continental 
lithosphere to reduce the landward end of gravity anomaly to zero (dashed). 

108 



a o 
c o 

-t-> o 

o 

rt 

ooooooooo 

[IBQUI] XjIAtJJQ [«151] Z 

109 



o 
PL. 

0.95 

0.90 

0.85 

0.80 
0.0 0.1 0.2 

Solid Fraction 

a 

Q. 
< 

0.04 

0.02 

0.00 

-0.02 

-0.04 
0.1 0.2 

Solid Fraction 
0.3 

Figure 2-7. Summary of high-pressure fractionation in terms of olivine composition 
and density anomaly based on fractional crystallization modeling at 800 MPa. 

Densities are calculated at 800 MPa and 480°C (deep Moho condition), (a) The olivine 

composition of the incremental crystal assemblage is plotted as a function of total 

solid fraction. Also shown are hypothetical olivine fractionation paths starting from 

initial liquids with 7.5 FeO wt% and 10, 14, and 18 MgO wt%, using olivine-liquid 
Fe-Mg exchange coefficient of 0.30. Because of addition of clinopyroxene and/or 
plagioclase in fractionating assemblage at a solid fraction >0.1, decrease in the 
forsterite content is more reduced in more realistic fractionation paths, (b) Increase in 
the density of cumulative fractionated assemblage with respect to the initial olivine 
density is plotted as a function of solid fraction. Because of appearance of 
clinopyroxene and plagioclase, the effect of the low forsterite content on the bulk 
density is limited up to -0.025 Mg/m3. 
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Figure 2-8. Three candidates for residual gravity anomalies. MBA (solid with one 
standard deviation): original mantle Bouguer anomaly as shown in Figure 2-5(a), RGA1 
(dashed): corrected for the mantle density model shown in Figure 2-6(c), and RGA2 
(dotted): corrected for the mantle density model shown in Figure 2-6(a). RGA1 is our 
preferred choice, since it incorporates the most likely thermal and depletion history of the 

mantle beneath the transect. Standard deviation for RGA1 and RGA2 are the same as for 
MBA, and are omitted for clarity. 
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Figure 2-9. Results of inversion for crustal density anomalies. Solid lines show the 

density anomalies for the gravity anomaly input of MBA, dashed for RGA1, and dotted 
for RGA2. For clarity, one standard deviation is shown only for MBA results, (a) 

Whole-crustal density anomalies, (b) lower-crustal density anomalies, and (c) upper- 
crustal density anomalies. Note that we slightly modified the upper/lower crust 

boundary from that shown in Figure 2-lc to avoid zero thickness in the upper crust for 
the onshore region. A low-pass filter used in this inversion is cosine-tapered with cut 

wavelength of 50 km and pass wavelength of 70 km. All crustal density anomalies 
become zero around km 300, from which the reference density model was taken. Large 
uncertainty toward the seaward end originates in the uncertainty of the original velocity 
model, which is amplified by inverting gravity anomalies for a thin crustal layer. 
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Figure 2-10. Result of joint inversion of seismic travel times and gravity anomalies, 
(a) RMS travel time residuals for Pg (triangle), PmP (inverse triangle), and both 

(circle), and RMS gravity residual (star), are plotted as a function of the gravity 
weighting parameter, Ag. (b) Final velocity model obtained with Ag of 0.01. (c) Final 

velocity model obtained with Äg of 1.0. Open circles denote the location of 

onshore/offshore seismometers deployed during the SIGMA experiment. 
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Figure 2-11. (a) Relationship of P-wave velocity with density of mafic rocks 
established for upper oceanic crust [Carlson and Herrick, 1990], Iceland plateau 

basalt sequences [Christensen and Wilkens, 1982], and seaward dipping reflector 
sequences at the V0ring margin [Planke, 1994]. Also shown as dashed are results 
of forward modeling of velocity-density systematics using the pore aspect ratio 

spectrum shown in (b). We first calculated effective elastic moduli of dry porous 
rock with the formula of Küster and Toksöz [1974], and then applied the Gassmann 
low-frequency relations to obtain effective moduli for fluid saturated porous rock 
[e.g., Mavko et ah, 1998]. Elastic moduli for basalt and seawater are taken from 
Wilkens et al. [1991]. 
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Figure 2-12. (a) Free-air gravity anomaly corresponding to the final density model shown 

in (c) (dot-dashed) is plotted with observed anomaly (solid) and other preliminary 
predicted anomalies, (b) Mass anomaly for a 36-km-thick vertical column (from 1 km 
above the sea surface to 35 km deep) along the transect (solid) is plotted based on the final 

density model shown in (c). Hypothetical mass anomaly based on observed sedimentary 

load, (Psediment-Pwater)#sedimem' is shown as dotted. Also shown is elevation required to 

attain local isostatic equilibrium (dashed), (c) Final density model is constructed by adding 
upper-crustal density anomaly corresponding to RGA1 to the density model shown in 
Figure 2-4(b). Cosine window is used to taper down the density anomaly toward the 

bottom boundary of the upper crust, and the density anomaly is then scaled up to conserve 
the total density anomaly. 
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Figure 2.A1. Schematic diagram showing the 2-D model geometry for the inversion 
of gravity anomalies in the presence of upper and bottom topography. 
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Figure 2.B1. An example of gravity kernel for an input datum located at x=100 km 

and z=0 km. (a) Radial part of the gravity kernel, i.e., f(x,z) = z/(x2+z2). (b) Total 
gravity kernel including nodal volume distribution and the slowness derivatives of 
density. The sensitivity in the sedimentary layer is set to zero for both cases. 
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Chapter 3 

Mantle melting and crustal accretion processes during the formation of 
the Southeast Greenland margin 

Abstract 
We present a new robust framework to understand the process of mantle melting based on 
the velocity structure of resultant igneous crust. Our approach focuses on a lower-crustal 
section, which is expected to be least affected by porosity and seawater alteration, 
especially for thick igneous crust of large igneous provinces. Though bulk crustal velocity 
cannot be uniquely estimated from observed lower-crustal velocity because of ambiguity in 
crustal emplacement processes, it is possible to place a bound on the expected range of 
bulk crustal velocity for a given lower-crustal velocity, by modeling fractional 
crystallization processes at a range of crustal pressures. A quantitative relation between 
bulk crustal velocity and mantle melting parameters is established based on an extensive 
database of mantle melting experiments, and a simple melting model is constructed to 
illustrate the effects of mantle potential temperature, active mantle upwelling, and a 
preexisting lithospheric lid on predicted crustal thickness and velocity. This new 
interpretation is applied to a seismic transect across the Southeast Greenland margin to 
resolve the mantle dynamics during the opening of the North Atlantic. We assume constant 
mantle composition throughout continental rifting and subsequent sea-floor spreading. Our 
result indicates that thick (-30 km) igneous crust formed at the continent-ocean transition 
zone resulted from vigorous active upwelling of mantle with only somewhat elevated 
potential temperature (~1300°C), arguing against plume head hypotheses proposed for the 
North Atlantic igneous province. 

3.1 Introduction 

Large igneous provinces (LIPs) are characterized as products of unusually extensive 

magmatism, with respect to the 'normal' state of terrestrial magmatism such as observed at 

the majority of mid-ocean ridges [e.g., Coffin and Eldholm, 1994]. Though LIPs are the 

largest expression of magmatism on this planet, their origins are still poorly understood; 

mantle plumes have been the most commonly accepted explanation for focused supply of 

mantle-derived melt [e.g., Richards et al., 1989; White and McKenzie, 1989; Hill et al, 

1992], whereas small-scale convection as a result of lithospheric response to surface 

tectonics has also been advocated as a possible formation mechanism of LIPs [e.g., Mutter 

et al, 1988; Anderson, 1994; Boutilier and Keen, 1999]. Given our limited understanding 

of realistic mantle dynamics, especially when melting is involved [e.g., Cordery and 
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Phipps Morgan, 1993; Tackley and Stevenson, 1993; Spiegelman, 1996], it is difficult at 

present to distinguish different hypotheses solely by commonly-employed arguments based 

on geological coincidence (e.g., plume head impacts for LIPs and plume tails for 

succeeding hotspot chains). Obtaining quantitative constraints on basic parameters, such as 

the potential temperature of mantle and its upwelling rate, is an essential step in 

investigating the formation of LIPs as well as improving our understanding of multi-scale 

mantle dynamics. 

The temperature and upwelling rate of the mantle are reflected in the composition 

and volume of melt generated by adiabatic decompression. Since seismic velocity is 

sensitive to rock composition, the velocity structure of resultant igneous crust can provide, 

in principle, robust constraints on the composition of mantle-derived melt, from which we 

can estimate past mantle dynamics. In particular, for LIPs formed near divergent plate 

boundaries where lithospheric controls on melt migration are supposed to be minimal, the 

whole-crustal velocity structure is a promising proxy for parental melt composition 

[Kelemen and Holbrook, 1995]. There have been, however, two critical difficulties in this 

geophysical inference. The first one is regarding the reliability of crustal velocity models. 

Because upper crust is usually highly porous and seismic velocity is more sensitive to 

porosity structure than to composition, only the lower crust remains useful for petrological 

interpretation. The seismic structure of lower crust is, however, more difficult to 

confidently determine; Moho reflection travel times are often the sole seismic constraint so 

that accurate determination of lower-crustal velocity tends to be hindered by a tradeoff 

with Moho depth. In addition, uncertainty analysis for velocity models has often been 

incomplete, with respect to the nonlinear nature of tomographic inversions, so it is hard to 

assess the validity of resulting petrological interpretations. 

The second difficulty lies in the estimation of parental mantle melt from crustal 

seismic velocity. Kelemen and Holbrook [1995] conducted an early, quantitative attempt to 

estimate the volume and composition of mantle melt from crustal velocity structure. They 

replaced upper crustal velocity uniformly with 6.8 km/s to minimize the effects of porosity 

and alteration, and calculated the whole-crustal average velocity to estimate bulk crustal 
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composition. It is difficult, however, to test the assumption of the uniform upper-crustal 

velocity, and errors in the averaged velocity introduced by this assumption are thus 

uncertain. The relationship between upper- and lower-crustal compositions and parental 

melt composition can be complicated because of possible fractionation and assimilation 

processes during crustal accretion. Figure 3-1 shows some proposed crustal accretion 

models for normal oceanic crust. Modification processes acting on mantle-derived melt 

ascending through a crustal section are controlled by the thermal structure of crust, which 

is balanced with heating by magma injection and its solidification and cooling by 

hydrothermal circulation and conductive heat loss [e.g., Sleep, 1991; Phipps Morgan and 

Chen, 1993]. Whereas slow spreading ridges have low-temperature axial crust, which may 

often lead to the in situ crystallization of incoming melt batches (Figure 3-lc), fast 

spreading ridges tend to have steady-state axial magma chambers, in which crystal 

fractionation can take place (Figure 3-la and b). Although the importance of crustal 

thermal structure in modifying melt composition is generally accepted [e.g., Sinton and 

Detrick, 1992], how oceanic crust is actually constructed is still highly controversial 

[Boudier et al., 1996; Kelemen et al, 1997b; Chen, 1998; Kelemen and Aharonov, 1998; 

Korenaga and Kelemen, 1998]. Our understanding is even more limited for the formation 

of igneous crust during continental breakups, for which the preexisting geotherm is 

probably influential and the transient evolution of crustal thermal structure may be 

significant. With this uncertainty in, for example, the degree of lower-crustal crystal 

fractionation, therefore, it is impossible to uniquely determine bulk composition from 

lower-crustal velocity structure. Instead, we must seek to place reasonable bounds on the 

bulk composition. 

To resolve the first difficulty, joint refraction and reflection tomography with a 

comprehensive uncertainty analysis has been formulated in Chapter 1, and the purpose of 

this paper is to construct a robust interpretational framework for the seismic structure of 

igneous crust. We will focus on the relationship between averaged lower-crustal velocity 

and parental melt composition. Because of the fundamental ambiguity in this relationship, 

our strategy is to derive plausible bounds on the petrological interpretation. Fractionation 
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processes depend mostly on melt composition, crystallization pressure, and the mode of 

fractionation such as fractional and equilibrium crystallization, and any specific 

assumption regarding these factors must be avoided. Our approach is based on 

crystallization modeling at a range of crustal pressures using extensive experimental data 

sets on mantle melt composition at various temperatures and pressures. After establishing 

velocity-composition systematics, we then consider a mantle melting process incorporating 

the effects of active mantle upwelling and preexisting lithospheric lid, to explore possible 

variations in predicted crustal thickness and velocity. Finally, we will apply this new 

framework to interpret a crustal velocity model of the Southeast Greenland margin (Figure 

3-2), in terms of mantle melting and crustal accretion processes associated with the 

opening of the North Atlantic. 

3.2 Mineralogies, Seismic Velocities and Densities of Igneous Lower 

Crust 

3.2.1 Fractional Crystallization Processes and Bulk Crustal Velocity 

The degree of fractionation expected in igneous lower crust ranges from no fractionation 

(i.e., in situ crystallization of parental melt) to perfect fractionation (i.e., cumulate 

formation by fractional crystallization). Because igneous cumulates are always more mafic 

than their parental liquids, and because more mafic rocks have higher seismic velocity, 

cumulate lower crust formed by perfect fractional crystallization should have the highest 

velocity for a given parental melt composition, thus providing an upper limit on the 

deviation of lower-crustal velocity from bulk crustal velocity (throughout this paper, we 

use the term 'bulk crustal velocity' to denote a hypothetical crustal velocity corresponding 

to the case of 100% equilibrium crystallization of a primary, mantle-derived melt.). The 

uncertainty in the estimation of parental melt composition from lower-crustal velocity thus 

depends on the magnitude of this deviation, and we will try to constrain it by modeling 

fractional crystallization processes. We use the method of Weaver and Langmuir [1990] as 

extended by Langmuir et al. [1992] for high-pressure crystallization. Though actual crustal 

fractionation processes are probably more complex, including periodically replenished 
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magma chambers [O'Hara, 1977], combined wall-rock assimilation and fractional 

crystallization [DePaolo, 1981], and in situ fractionation [Langmuir, 1989], the case of 

pure fractional crystallization provides an upper limit on lower-crustal seismic velocity. 

Major crystallizing minerals from low-H20, basaltic liquids at <1 GPa are olivine, 

plagioclase, and clinopyroxene, and crystallizing assemblages range from dunite to gabbro. 

The elastic properties of minerals depend on temperature, pressure, and composition, and 

we use the compilation of Sobolev and Babeyko [1994] to calculate effective isotropic 

moduli and density at a given temperature and pressure for each mineral with a certain 

composition, and then calculate the Hashin-Shtrikman bounds [e.g., Hashin and 

Shtrikman, 1963; Watt et al, 1976; Berryman, 1995] for the compressional-wave velocity 

of a crystallizing assemblage. For mafic mineral assemblages, the bounds are typically 

tighter than 0.03 km/s, so that the average of the upper and lower bounds is sufficient for 

our purposes. To calculate hypothetical solid velocities for primary and residual liquids, 

the weight proportions of minerals and their compositions are calculated based on the 

CIPW norm, the weight proportions are converted to the volume proportions using mineral 

densities, and effective compressional velocities of their assemblages are calculated in the 

same manner for crystallizing assemblages. Hereafter we will refer to this velocity based 

on the CIPW norm as the norm-based velocity. Although in principle the use of the CIPW 

norm may not be as accurate as thermodynamic calculations for estimating equilibrium 

mineral assemblages [e.g., Sobolev and Babeyko, 1994], norm-based velocity for bulk 

crustal composition can serve as a useful, easily reproduced reference to evaluate the 

influence of fractionation on lower-crustal velocity. 

An example of crystallization modeling is shown in Figure 3-3. A starting liquid 

composition is an estimate of primary melt for normal mid-ocean ridges as calculated by 

Kinzler [1997] (polybaric near-fractional melt aggregated from a triangular shaped melting 

regime, with mean melt fraction of 9% and mean pressure of melting of 1.5 GPa). Three 

different crystallization paths are shown in this example: (1) fractional crystallization at 

100 MPa, (2) polybaric fractional crystallization from 800 MPa to 100 MPa, and (3) 

equilibrium crystallization at 100 MPa. Compressional-wave velocities of crystallizing 
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phases as well as of residual phases are calculated as a function of solid fraction (Figure 

3-3a). The velocities are calculated at 100 MPa and 100°C, i.e., a typical mid-crustal state 

of normal oceanic crust. For fractionally-crystallizing phases, velocities are shown for both 

incremental and cumulative assemblages, the latter being of primary interest because of its 

relevance to average lower-crustal velocity. Corresponding densities are also shown in 

Figure 3-3b, with liquid densities of residual phases calculated by the method of Bottinga 

and Weill [1970]. Though the residual liquids become progressively denser with crystal 

fractionation, they are always more buoyant than the solid phases, so that the lower crust 

does not act as a density filter [e.g., Sparks et al, 1980; Stolper and Walker, 1980] in this 

example. Higher crystallization pressure increases the stability of clinopyroxene [e.g., 

Bender et al, 1978; Presnall et al, 1978; Grove et al, 1992] (Figure 3-3d), leading to a 

slight reduction in the velocity of the resultant assemblage (Figure 3-3a). Olivine is the 

sole crystallizing phase at early fractionation stages (Figure 3-3c-e), and mostly because of 

this, the deviation of the maximum lower-crustal velocity from the bulk crustal velocity 

(-7.17 km/s in this case) is too large to be useful when lower crust occupies only a small 

fraction of the whole crust. The deviation sharply decreases, however, at -20% 

solidification. In fact, the fraction of the crust composed of plutonic rocks (i.e., lower 

crust) is usually greater than 50% in igneous crust [e.g., Mutter and Mutter, 1993]. 

3.2.2 Primary Mantle Melts and Melting Systematics 

To establish a general relation between normative bulk crustal velocity and lower-crustal 

velocity of igneous crust using the bounding approach outlined above, a reasonably wide 

range of mantle melt compositions needs to be considered. We therefore compiled recent, 

high-quality melting experiments of mantle peridotites [Kinzler and Grove, 1992; Hirose 

and Kushiro, 1993; Kinzler and Grove, 1993; Baker and Stolper, 1994; Kinzler, 1997; 

Walter, 1998], and a norm-based velocity is calculated for each melt composition. The 

norm-based velocities of the compiled melt compositions at a pressure of 600 MPa and a 

temperature of 400°C (we will refer to this as the reference state) vary from 6.8 km/s to 

7.8 km/s (Figure 3-4), the range of which is sufficiently wide to cover expected variations 

in bulk crustal velocity. Since we are interested in a connection between mantle melting 
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process and resultant igneous crustal structure, following the approach of Kelemen and 

Holbrook [1995] (hereafter referred to as KH95), the compressional-wave velocities for 

mantle melts are related to their pressures and degrees of melting using multiple linear 

regression as (Figure 3-4), 

Vp = 6.81 + 0.09P + 1.38F -0.16PF, (3.1) 

where P is the pressure of melting in GPa, and F is melt fraction. All mantle melts are 

included in this regression except those of Hirose and Kushiro [1993]. The calculation of 

melt fraction by Hirose and Kushiro [1993] is based on the Na20 concentration in melt, 

which could lead to overestimation [e.g., Kogiso et al, 1998]. In addition, half of their 

melting data is from the melting of the pyroxenite HK66, which has a substantially 

different melting function. All other data are for melting of mantle peridotites, with minor 

differences in fertility. One standard deviation of this regression is about 0.06 km/s. This 

uncertainty is probably due to a nonlinear, second-order relation between norm-based 

velocity and the mantle melting parameters, and to variation in source composition (the 

spread of whole rock Mg numbers of mantle peridotites in the cited studies is 1.3%) and 

the difference of melting styles (i.e., batch and fractional). 

The majority of melt data used here are from batch melting experiments, and others 

are calculated, aggregated melts from polybaric fractional melting, modeled by Kinzler and 

Grove [1992; 1993] and Kinzler [1997]. For the latter, we used the mean pressure and 

degree of melting for the aggregate melts in the linear regression, and Figure 3-4 suggests 

that, at least in terms of normative bulk crustal velocity, the difference in melting styles is 

only of minor importance. Because the importance of fractional melting in the generation 

of mid-ocean ridge basalts (MORB) is clear from geochemical evidence [e.g., Klein and 

Langmuir, 1987; Johnson et al, 1990; Sobolev and Shimizu, 1993] as well as physical 

arguments [e.g., McKenzie, 1984; Daines and Richter, 1988], this weak sensitivity of bulk 

velocity to melting styles is particularly encouraging for our approach, which relies heavily 

on batch melting experiments. The actual melting style is probably somewhere between 

pure batch and pure fractional modes, owing to likely melt-rock reaction associated with 

melt migration [e.g., Kelemen et al, 1995; Lundstrom et al, 1995; Kelemen et al, 1997a], 
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further reducing the possible importance of fractional melting in our interpretation of 

crustal velocity. 

This empirical relation between normative bulk crustal velocity and the mantle 

melting parameters such as P and F will be used later to calculate the crustal manifestation 

of various mantle melting processes. A similar form of empirical relation was derived by 

KH95 as, 

V/KH95) = 6.712 + 0.16P + 0.661F, (3.2) 

at the reference state of 600 MPa and 400°C. These two equations indicate different 

relations between normative bulk crustal velocity and the pressure and degree of melting 

(Figure 3-5a), and the possible causes of this discrepancy need to be clarified. First of all, 

our regression is based on an expanded data set of mantle melt compositions, including 

higher-pressure data of Kinzler [1997] and Walter [1998]. A more important difference, 

however, lies in the way of assigning velocity to melt composition. Compiling the 

laboratory measurements of the velocities and compositions of igneous and metamorphic 

rocks, KH95 derived the following empirical relation, 

Vp(KH95) = 7.854 - 0.024wt%SiO2 + 0.029wt%MgO, (3.3) 

for the reference state. One standard deviation of this regression is 0.19 km/s, and adding 

additional oxides did not significantly improve the fit. Though the regression for 

equation 3.2 itself has a standard deviation of only 0.02 km/s, the large error of 

equation 3.3 essentially determines the prediction error of equation 3.2. There are several 

possibilities to explain the large standard deviation of equation 3.3; (1) laboratory 

measurements often suffer from residual porosity, (2) alteration introduces secondary 

mineral phases that are not relevant to pristine igneous crust, and (3) chemical analyses and 

velocity measurements are often conducted on different samples from the same rock, so 

that local heterogeneity in mineralogy and texture may obscure the relation between 

velocity and composition [e.g., Jackson et al, 1990]. Figure 3-5b compares the velocities 

predicted by the equation for mantle melts with their norm-based velocities. Compared to 

our method, equation 3.3 systematically underpredicts velocity, suggesting that the 
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influence of residual porosity and alteration may be significant in the approach of KH95 

based on laboratory data. 

Compared to the KH95 approach, our new equation 3.1 is more sensitive to melt 

fraction and less sensitive to the pressure of melting (Figure 3-5a). In particular, for a 

melting condition that is believed to be appropriate for the generation of normal MORB 

(i.e., mean pressure of melting of 1 GPa and mean melt fraction of 0.1), our equation 

predicts bulk crustal velocity of 7.1 km/s, whereas the equation of KH95 predicts 

6.95 km/s. Though the latter value is more close to the global average of oceanic lower- 

crustal velocity [e.g., White et al, 1992], this coincidence is merely fortuitous, because the 

majority of oceanic lower crust is supposed to be affected by hydrothermal circulation so 

that this sort of direct comparison cannot be applied. The bulk crustal velocity of igneous 

crust formed by normal mantle melting does not have to be equal to the seismic velocity of 

normal oceanic crust. This point has not been always appreciated in previous studies, but it 

can make a substantial difference in the interpretation of thick igneous crust. We will 

discuss this issue further in a later section. 

3.2.3 Theoretical Upper- and Lower-Crustal Velocities 

We modeled perfect fractional crystallization for all mantle melt data, at pressures of 100, 

400, and 800 MPa. We denote the velocity of the cumulative fractionated assemblage as 

lower-crustal velocity, and its deviation from normative bulk crustal velocity is 

summarized in Figure 3-6. The deviation provides a lower bound on the possible range of 

bulk crustal velocity, for a given average lower-crustal velocity with the corresponding 

proportion of lower crust. For a lower-crustal fraction of 0.5, for example, normative bulk 

crustal velocity can be lower than the observed lower-crustal velocity by about 0.20 km/s 

at most. Though this bound is highly variable for low solid fractions, suggesting the strong 

dependence of a crystallization path on starting melt composition, the bound and its scatter 

both decrease gradually as a solid fraction increases (Figure 3-6), because the difference 

will eventually converge to null at complete solidification. At solid fractions of 0.7-0.8, the 

deviation is about 0.15 km/s with a standard error of 0.02 km/s for a typical range of 

crustal velocities, nearly independent of crystallization pressures (Figure 3-6a and b). 
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Similarly, the velocity for a residual liquid composition is denoted as upper-crustal 

velocity, and its difference from bulk crustal velocity is also shown in Figure 3-6. Though 

this velocity could never be observed because of high porosity and variable degrees of 

alteration in actual upper crust, we note that there are a wide range of possible upper- 

crustal velocities (6.3-7.3 km/s). The deviation shows greater scatter as a solid fraction 

increases, implying that it is impractical to try to estimate hypothetical velocity for a 

residual liquid phase with reasonable accuracy. This further supports our strategy based on 

lower-crustal velocity as the most practical approach to extract compositional information 

from crustal velocity structure. 

3.2.4 Velocity-Density Systematics 

One of the benefits of the crystallization modeling described above is that we can also 

construct theoretical velocity-density systematics for pristine igneous rocks, with 

temperature and pressure derivatives. The compressional-wave velocities and densities of 

fractionated assemblages, at a pressure of 1 GPa and a temperature of 25°C, are plotted in 

Figure 3-7, together with those for parental melt compositions. The reference state used 

here is chosen so as to facilitate comparisons with published empirical relations based on 

laboratory data. 

Theoretical temperature and pressure derivatives for density and velocity are shown 

in Figure 3-8. The nonlinear effect of mixing is clearly seen, but the overall behavior can 

be well approximated with linear relationships, which are useful in correcting observed 

velocities at various temperatures and pressures to the reference state. The calculated 

derivatives for velocity are qualitatively similar to those based on laboratory measurements 

of mafic and ultramafic rocks [e.g., Christensen, 1979; Kern and Tubia, 1993], but this 

theoretical confirmation, based on single crystal data and mixture theories of rock 

properties, is important because the laboratory determination of pressure and temperature 

derivatives is prone to be affected by residual porosity and hysteresis, both of which are 

insignificant at geologic time scales [Christensen, 1974; Christensen, 1979]. In addition, 

the virtue of our theoretical velocity-density data is that we can comprehensively explore 

possible regions in the V-p space for pristine igneous rocks originating from mantle 
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melting. The mapping of this permissible space is particularly useful when velocity 

structure is used to infer possible density structure to study gravity anomalies (e.g., 

Chapter 2). 

3.3 Bulk Crustal Velocity of Normal Oceanic Crust 

To interpret the velocity structure of 'abnormal' igneous crust constituting LIPs, a proper 

understanding of the seismic velocity of normal oceanic crust is essential. The lower- 

crustal velocity of normal oceanic crust with a thickness of 6-7 km has been known to be 

consistently around 6.9 km/s worldwide [e.g., Raitt, 1963; Shor et al., 1970; White et al, 

1992] (Figure 3-9), and crustal velocities exceeding this value have been commonly 

interpreted as an indication of anomalous crustal composition. White and McKenzie [1989] 

are the first to attempt to quantitatively model the velocity of igneous crust in connection 

to mantle melting, and, based on the melting model of McKenzie and Bickle [1988], they 

predicted bulk crustal velocities of 6.9 to 7.2 km/s as the possible outcome of the melting 

of mantle with potential temperatures of 1280-1580°C. In the framework of McKenzie and 

Bickle [1988], the passive upwelling of mantle with a potential temperature of 1280°C 

results in the formation of normal oceanic crust, and velocities higher than 6.9 km/s may 

thus appear to indicate unusually high potential temperatures. The assumption that the 

melting of normal mantle should result in bulk crustal velocity of around 6.9 km/s was 

adopted by KH95, whose interpretation of a high bulk crustal velocity of 7.3 km/s 

observed in thick igneous crust of the U.S. East Coast was primarily based on its deviation 

from the 'normal' crustal velocity of 6.9 km/s. On the other hand, Zehnder et al. [1990] 

interpreted a lower-crustal velocity of as high as 7.5 km/s observed at the V0ring margin as 

the result of the melting of normal mantle (but with active upwelling to generate thick 

crust), based on its similarity to the measured velocities of gabbroic rocks sampled from 

ophiolites. Interestingly, this interpretation appears to be one of the motivations to 

advocate the active upwelling of normal mantle during the opening of the North Atlantic 

[Mutter et al, 1988], as opposed to the plume head hypothesis presented by White and 
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McKenzie [1989]. There seems, therefore, no consensus among marine seismologists on 

the 'normal' velocity of igneous crust. 

It has been well known from laboratory studies that the compressional-wave 

velocity of gabbroic rocks at a pressure and temperature condition appropriate for normal 

oceanic crust is generally higher than 7.0 km/s, and that the typical lower-crustal velocity 

of 6.9 km/s does not indicate the existence of gabbroic cumulates [e.g., Christensen and 

Salisbury, 1975; Spudich and Orcutt, 1980]. The example of crystallization modeling 

presented in Figure 3-3, which used a potential primary melt composition for normal 

MORB as a starting liquid, also clearly demonstrates that the normative bulk crustal 

velocity for normal MORB is higher than 7.1 km/s. The fractional cumulative assemblages 

have velocities higher than 7.3 km/s, comparable with the laboratory data for relatively 

unaltered mafic cumulates sampled from ophiolites [e.g., Christensen and Smewing, 1981]. 

Thus, hydrothermal circulation may be influential in reducing lower-crustal velocity. A 

number of petrological and geochemical studies of lower crust from ophiolites [e.g., 

Gregory and Taylor, 1981; Pallister and Hopson, 1981] and drilled samples of oceanic 

crust [e.g., Dick et al., 1991; Manning and MacLeod, 1996] indicate some hydrothermal 

activity, and the lower-crustal velocity of 6.9 km/s was once thought to reflect the 

dominant presence of hornblende metagabbro [Christensen and Salisbury, 1975]. 

Field evidence from the Oman ophiolite, however, suggests that hydrothermal 

alteration is localized within cracks and veins, and that the majority of the cumulate lower 

crust is relatively unaltered with the model proportion of hornblende less than a few 

percent [e.g., Gregory and Taylor, 1981]. This low degree of alteration is not sufficient to 

reduce the velocity of gabbroic rocks to as low as 6.9 km/s (Figure 3-10a). A more likely 

explanation seems to be the effect of residual crack porosity. Figure 3-10b shows that, if 

pore aspect ratio is low (i.e., more crack-like), porosity as low as 0.5% can significantly 

lower velocity. Oceanic gabbroic rocks recovered by drilling exhibit a broad correlation 

between velocity and porosity, which is consistent with the trend calculated for low aspect 

ratio porosity. We note that, while reported porosities for these gabbroic rocks were 

measured at atmospheric pressure, the corresponding velocities shown in Figure 3-10b 
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were measured at a pressure of 200 MPa. The observed correlation between porosity and 

velocity, therefore, suggests that residual porosity may remain open even at a typical Moho 

pressure. Thus, once the lower crust is invaded by hydrothermal circulation, its originally 

high velocity corresponding to cumulate gabbros may be considerably lowered by residual 

crack porosity. Though the depth of hydrothermal circulation into oceanic crust is difficult 

to predict [e.g., Lister, 1974; Lister, 1983], it is reasonable to expect that the effect of 

hydrothermal circulation should decrease as total crustal thickness increases, because of 

greater lithostatic pressure. Indeed, the studies of microearthquakes at mid-ocean ridges 

show that the depths of hypocenters do not exceed 8 km beneath seafloor [e.g., Toomey et 

al., 1985; Huang and Solomon, 1988; Wolfe et al, 1995]. Given this possible porosity 

effect for thinner crust, therefore, the global average of normal crustal velocity may not be 

a useful reference value in interpreting the seismic structure of thick igneous crust. Thus, in 

this paper we rely instead on calculation of normative bulk crustal velocity directly from 

melt composition. 

3.4 Mantle Melting Model with Active Upwelling 

Based on the relation between bulk crustal velocity and the pressure and degree of mantle 

melting (equation 3.1), a possible connection between mantle melting processes and 

resultant crustal structure can be made. We shall consider a simple 1-D steady-state 

melting model, which includes the effects of preexisting lithosphere and active mantle 

upwelling (Figure 3-11). The following treatment may be too simple to describe realistic 

melting dynamics, but our primary interest is to illustrate the first-order influence of three 

main parameters on mantle melting during continental rifting: mantle potential 

temperature, lithospheric lid, and active mantle upwelling. The importance of mantle 

potential temperature has been widely recognized as the fundamental control on 

magmatism at mid-ocean ridges [e.g., Klein and Langmuir, 1987; McKenzie and Bickle, 

1988; Kinzler and Grove, 1992; Langmuir et al, 1992] as well as LIPs [e.g., White and 

McKenzie, 1989; Coffin and Eldholm, 1994; White and McKenzie, 1995]. A lithospheric 

lid such as preexisting continental lithosphere and cold oceanic lithosphere imposes the 
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upper limit of a mantle melting zone, and its importance is probably greatest during 

continental breakup [e.g., From and Lesher, 1993; Kelemen and Holbrook, 1995]. In 

addition, the mantle upwelling rate is not necessarily equal to the surface divergence rate, 

and it can be much higher than passive upwelling in the presence of either a mantle plume 

[e.g., Ribe et al., 1995; Ito et al., 1996], or a sharp lateral temperature gradient in the 

lithospheric lid [Mutter et al, 1988; Keen and Boutilier, 1995; Boutilier and Keen, 1999]. 

Adiabatically upwelling mantle, if not too cold, eventually intersects its solidus and 

begins to melt. We adopt the following solidus of dry peridotite [Takahashi and Kushiro, 

1983], 

T0 = 1150°C + 120°C/GPa P0, (3.4) 

where P0 is the initial pressure of melting, and T0 is the mantle temperature at the pressure. 

Following McKenzie and Bickle [1988], we define the potential temperature, Tp, as the 

hypothetical temperature of mantle adiabatically brought to the surface without melting, 

7;=ro-20oC/GPaPo. (3.5) 

Given the above solidus and mantle adiabat, the amount of melting can be determined by 

the heats of fusion and heat capacities of mantle materials and a relation between 

temperature above the solidus and the extent of melting. To first-order, melt fraction can be 

approximated as a linear function of pressure decrease from the initial pressure of melting 

as, 

F(pKfl(p»-f)- (3-6) 

where (dF/dP)sis a change in melt fraction with a change in pressure above the solidus 

during adiabatic decompression. This parameter is probably most important in relating the 

melting process to observable crustal thickness (melt volume), but its estimate varies from 

10%/GPa to 20%GPa [e.g., Ahern and Turcotte, 1979; McKenzie, 1984; Langmuir et al, 

1992; Asimow et al, 1997]. Therefore, we will test several choices for this parameter later 

in this section. The final pressure of melting is limited by a lithospheric lid, which includes 

newly formed igneous crust (H) and preexisting lithosphere or cold oceanic mantle (b), 

Pf=(H + b)/30, (3.7) 
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in which we assumed 30 km/GPa for depth to pressure conversion. The mean fraction of 

melting is defined as, 

\P°F{P)dP 
JPr 

F = 

\> 

(3.8) 

This is the bulk mean fraction of melting [Plank et al, 1995]. For the linear melting 

function of equation 3.6, it reduces to F = 0.5F(Pf). Similarly, the mean pressure of 

melting is defined as, 

\P°PF(P)dP 
pJ-^-p . 

\P°F{P)dP 
Jp, 

(3.9) 

For a triangular melting regime associated with mantle corner flow, the mean pressure of 

melting, assuming a linear melting function, is (P0+2Pf)/3 for batch melting, and 

(2P0+Pf)/3 for fractional melting [Langmuir et al, 1992], and more complex melting 

regimes would lead to different mean pressures [e.g., Plank and Langmuir, 1992]. A 

realistic mixing formula for mean melting pressure is probably somewhere between purely 

batch and purely fractional cases, especially for major element compositions [e.g., 

Kelemen et al, 1997a], and we adopt P = (P0 +Pf)/2 as a neutral choice. If all melt is 

emplaced as igneous crust, the crustal thickness is then calculated as, 

H = 30 z(Pe-Pf)F, (3-10) 

where % is the ratio of the mantle upwelling rate to the surface divergence rate. % is equal 

to or greater than unity, and % of 1.0 corresponds to passive upwelling. Another seismic 

observable, bulk crustal velocity, can be calculated from P and F, using equation 3.1. For 

given Tp, b, and %, equations 3.6-3.10 can be solved in a closed form; the final pressure of 

melting can be expressed as, 

Pf=P0 + 
X 

(dF_ 

dP 

-i 

1 + 2* 
dF 
^I (P.-*/30) 

-il/2 

(3.11) 

133 



and the crustal thickness is then calculated using equation 3.10. For a more complex 

formulation of the melting function, however, the above equations must be solved 

numerically. 

Our definition of "active upwelling" is different from that which has been 

commonly used in the literature on mid-ocean ridge dynamics, so some clarification is 

necessary. Several authors have demonstrated that a decoupling of solid mantle flow from 

the surface divergence is possible when extra buoyancy due to high melt retention and 

lower Fe/Mg in residual solids is considered [e.g., Rabinowicz et al., 1987; Scott, 1992; 

Turcotte and Phipps Morgan, 1992; Su and Buck, 1993; Barnouin-Jha et al., 1997]. The 

resultant rapid solid upwelling is often referred as active mantle upwelling, and it has been 

suggested as a possible mechanism of melt focusing beneath mid-ocean ridges. In an 

extreme case in which all melts are retained, mantle melt would be at equilibrium at the 

shallowest pressure of melting; mean pressure of melting and mean melt fraction are 

simply the final pressure of melting and the maximum melt fraction, respectively, attained 

in the melting zone [Langmuir et al, 1992]. This type of mantle dynamics associated with 

melting would add important complexity to the interpretation of igneous crustal structure. 

Its likelihood, however, has been largely discounted by a recent large-scale seismic 

investigation of the East Pacific Rise [The MELT Seismic Team, 1998], and we do not 

include it in our model parameterization. For continental rifting, however, the decoupling 

of mantle flow from the surface motion is still viable. Since rifting is a transient process in 

which surface divergence evolves from null to some finite value, mantle upwelling 

velocity due to preexisting sublithospheric convection, such as in a mantle plume, or to 

rifting-induced mantle convection can be significantly greater than that of plate-driven 

flow. The active upwelling ratio, %, in our model is designated to quantify this decoupling. 

Figure 3-12 shows some sample calculations based on our melting model, using a 

linear melting function with {dFI dP)s of 12%/GPa (standard model). The mean pressure 

of melting, the mean melt fraction, crustal thickness, and bulk crustal velocity are 

calculated as a function of mantle potential temperature, with a range of active upwelling 

ratio and preexisting lid thickness. A higher active upwelling ratios results in thicker crust, 
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which in turn limits the melting zone, leading to slightly higher mean melting pressure and 

lower melt fraction (Figure 3-12a-c). High pressure of melting and low melt fraction have 

competing effects on bulk crustal velocity, and the net effect is a small decrease in crustal 

velocity (Figure 3-12d). A preexisting lid has similar but larger effects on melting pressure 

and melt fraction, and a reverse effect on crustal thickness (Figure 3-12e-g). A thicker lid 

also lowers the resultant crustal velocity (Figure 3-12h). There are of course an infinite 

number of other combinations of active upwelling ratio and lid thickness, but for the sake 

of discussion, we limit ourselves to two end-member cases: (1) active upwelling with zero 

lid thickness, and (2) non-zero lid thickness and passive upwelling. As shown in Figure 

3-13a, these two cases can cover a considerable range of crustal thickness and velocity, and 

we think that more complicated cases should be considered only when some independent 

geological information requires them. This crustal thickness and velocity (H-Vp) diagram 

concisely illustrates a possible relationship between seismic observables and mantle 

melting parameters. For comparison, we also construct a H-Vp diagram using the velocity 

equation of KH95 (Figure 3-13b). For given melting parameters, this diagram consistently 

underpredicts crustal velocity. 

To illustrate the sensitivity of the H-Vp diagram to the choice of a melting function, 

two more diagrams were made with (1) a linear function with a higher melting rate of 

16%/GPa (Figure 3-14a), and (2) a three-stage melting function incorporating the effect of 

initial, small degrees of melting due to, e.g., H20 and K20, and the effect of clinopyroxene 

exhaustion, similar to that calculated by Asimow et al. [1997](Figure 3-14b). The overall 

features of all of these H-Vp diagrams such as the location of passive upwelling curve and 

the effects of active upwelling and lithospheric lid are very similar. The only critical 

difference is mantle potential temperature; for a given pair of crustal thickness and 

velocity, the estimate of mantle potential temperature would be systematically higher for a 

melting function with smaller (dF/dP)s. Considering that our understanding of a mantle 

melting function is still limited, therefore, the estimate of potential temperature based on 

our H-Vp diagram is most useful for comparative purposes. The estimate of active 
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upwelling ratio or lid thickness seems to be more robust if bulk crustal velocity is 

reasonably well determined. 

3.5 Nature of Mantle Melting During the Formation of the Southeast 

Greenland Margin 

The 1996 SIGMA seismic experiment across the Southeast Greenland margin employed 

dense receiver arrays and deep-penetrating air-gun sources to provide deep-crustal seismic 

data of unprecedented quality on four transects (Figure 3-2a). The transect 2 data were 

analyzed with joint refraction and reflection tomography to construct a P-wave velocity 

model (Chapter 1). A nonlinear Monte Carlo uncertainty analysis showed that the model 

was tightly constrained; the absolute uncertainty for vertically-averaged velocity is less 

than 0.03 km/s. The interpretation of the velocity model based on the framework of KH95 

suggested that the thick igneous crust observed in the continent-ocean transition zone was 

the result of active upwelling of mantle with almost normal potential temperature (#>8). 

This interpretation, however, remained inconclusive because the framework of KH95 

involved other sources of uncertainty, such as the poorly constrained velocity-composition 

relationship and the assumption of uniform upper-crustal velocity. Given the high quality 

of the seismic data and interpretation, the comparatively large uncertainties in the KH95 

approach to inferring crustal composition and mantle dynamics, were the main motivations 

for this study. In this section, we revisit the transect 2 velocity model with our new 

interpretational strategy. 

The thickness of the igneous crust on transect 2 varies from -30 km in the 

continent-ocean transition zone to ~9 km in the deep-ocean basin near the seaward end 

(Figure 3-2b). The thickness of the upper crust, which is marked by high velocity 

gradients, also changes along the transect, and the proportion of the upper crust is nearly 

constant at around 30% (Figure 3-15b). Despite its great thickness, the transition zone 

lower crust does not exhibit a notable increase in its velocity (Figure 3-2b and c), being 

conspicuously different from thick, high velocity (>7.2 km/s) transition zone crust 

observed at other volcanic margins [e.g., White et al, 1987; Mutter and Zehnder, 1988; 
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Holbrook and Kelemen, 1993]. After applying a pressure correction of 0.2xl0~3 km/s/MPa 

and a temperature correction of -0.4xl(T3 km/s/°C (Figure 3-8), with respect to a reference 

pressure of 600 MPa and a reference temperature of 400°C, the harmonic mean velocity of 

the igneous lower crust is calculated as a function of the model distance (Figure 3-15a). 

For the temperature correction, we assume a linear conductive geotherm with a thermal 

gradient of 20°C/km and a surface temperature of 0°C. Velocities within a horizontal 

window of 20 km were averaged at each model distance, and we repeated this averaging 

procedure with 100 Monte Carlo ensembles to estimate uncertainty as in Chapter 1. 

The average lower-crustal velocity is plotted with the corresponding whole-crustal 

thickness on the standard H-Vp diagram (Figure 3-15c). Note that the lower-crustal velocity 

is the upper bound of the possible range of bulk crustal velocity. For the lower-crustal 

proportion of -70% and the lower-crustal velocity of -7.0 km/s, the bulk crustal velocity 

can be as low as 6.85 km/s, considering the maximum effect of fractionation (Figure 3-6a 

and b). For the thinner crust observed toward the seaward end, this upper bound is most 

likely invalid because an effect of hydrothermal alteration or cracks, lowering the lower- 

crustal velocities, is expected. As described in a previous section, we thus focus on the 

thick (>15 km) transitional crust, for which the correction for hydrothermal alteration may 

not be necessary. The H-Vp diagram suggests that an anomalously strong active upwelling 

of mantle (more than eight times faster than the surface divergence) is responsible for the 

formation of the thick igneous crust on transect 2. As already noted, the estimate of mantle 

potential temperature ranges from 1250°C-1350°C, depending on the choice of a melting 

function (Figure 3-13a and Figure 3-14). However, in all cases the estimated potential 

temperature is not significantly higher than a normal potential temperature of ~1300°C 

[e.g.,McKenzie and Bickle, 1988; Langmuir et al, 1992]. Though the regression for 

equation 3.1, which is a key link between crustal velocity and mantle melting parameters, 

has a standard deviation of as large as 0.08 km/s, the vigorous mantle upwelling with 

almost normal temperature, as inferred by Holbrook et al. [1999] and in Chapter 1, still 

seems to be a robust conclusion. Based on the new interpretational method, therefore, the 

preliminary conclusion made in Chapter 1 seems to be further substantiated, and this result 
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strongly argues against the plume head hypotheses proposed for the North Atlantic igneous 

province [e.g., Richards et al, 1989; White and McKenzie, 1989; Barton and White, 

1997a; Holbrook et al., 1999]. Since the use of the H-Vp diagram would be more robust in 

comparison with adjacent seismic transects, the accurate determination of whole-crustal 

velocity structure on all four SIGMA transects would be essential to resolve outstanding 

questions on margin-wide mantle dynamics during the opening of the North Atlantic. 

3.6 Discussion 

3.6.1 Effects of Subcrustal Fractionation and Mantle Source Heterogeneity 

So far we have assumed that all mantle melt is emplaced as seismically observable crust, 

and that the mantle source composition is similar to pyrolite [e.g., Ringwood, 1975; Hart 

and Zindler, 1986; McDonough and Sun, 1995]. In this section, we will examine the 

validity of these two fundamental assumptions. First of all, a significant portion of primary 

melt may crystallize within a mantle column or as ultramafic cumulates at the base of the 

crust. As discussed in the Introduction, however, it is difficult to quantify the likelihood of 

this subcrustal fractionation, because the transient thermal structure of a newly forming 

rifting axis is not well understood. Though there are several geochemical studies of the 

North Atlantic igneous province that indicate relatively high-pressure crystallization 

[Morrison et al, 1985; Thompson et al, 1986; Bernstein, 1994; From and Lesher, 1997] 

(0.8-1.5 GPa), such high-pressure fractionation can also result from deep-crustal 

fractionation. The possibility of subcrustal fractionation is critical for our bounding 

approach with the H-Vp diagram, because it is probably the only mechanism, except for 

hydrothermal alteration, that can violate the upper limit on bulk crustal velocity provided 

by observed lower-crustal velocity. Early fractionating phases at high pressures are most 

likely olivine and clinopyroxene [e.g., Bender et al, 1978; Presnall et al, 1978; Grove et 

al, 1992; Langmuir et al, 1992], both of which have high seismic velocities, so normative 

bulk crustal velocity can become higher than observed lower-crustal velocity if there is a 

missing subcrustal component composed of the high-velocity minerals. To quantify this 

effect, we repeated fractional crystallization modeling at 1 GPa, and compared the bulk 
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crustal velocities of residual liquids with those of primary melts, at several proportions of 

subcrustal fractionation (Figure 3-16). The effect of subcrustal fractionation is more 

significant for higher bulk crustal velocities, and it can be as much as 0.2 km/s. For bulk 

crustal velocities lower than 7.0 km/s, however, its effect is about 0.05 km/s even for 30% 

of subcrustal fractionation. This is because plagioclase appears early on fractionation paths 

for primary liquids corresponding to normative bulk crustal velocities less than 7.0 km/s. 

Based on this modeling, therefore, we conclude that the effect of subcrustal fractionation 

on the observed low velocity (-7.0 km/s) of the thick transitional crust is minimal. The 

possibility of a missing subcrustal component would increase total melt volume and mantle 

potential temperature, but with a negligible influence on the estimate of active upwelling 

ratio. 

Second, our regression of bulk crustal velocity to mantle melting parameters 

(equation 3.1) is only valid for mantle compositions similar to pyrolite model 

compositions. The majority of abyssal peridotites are best explained as solid residues from 

the melting of pyrolitic mantle [e.g., Dick et ah, 1984; Kelemen et al, 1992; Asimow, 

1999], and the assumption of pyrolitic source compositions is probably justified for the 

melting of an average oceanic upper mantle. The local heterogeneity of the mantle source 

composition is, however, another issue, and the degree of major element heterogeneity and 

its spatial scale are not well known. Whereas isotopic and trace elemental heterogeneity in 

the convecting upper mantle is firmly established, especially in relation to hotspots, major 

elemental heterogeneity is difficult to quantify because the major element compositions of 

erupted lavas are strongly sensitive to melting and fractionation processes as well as source 

compositions. The importance of major element source heterogeneity has been suggested 

for several hotspots including Iceland, Azores, Hawaii, and Yellowstone [e.g., Langmuir 

and Hanson, 1980; Schilling et al, 1983; Hauri, 1996; Takahashi et al, 1998], but its 

effect on melting processes has not been well quantified. Different mantle source 

compositions have different solidi and melting functions as well as different melt 

compositions, and there are too few melting experiments [e.g., Hirose and Kushiro, 1993; 

Kogiso et ah, 1998] to develop a quantitative melting model incorporating source 
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heterogeneity. The interpretational method developed in this study, therefore, should be 

regarded as a baseline, on which we must elaborate for source heterogeneity, as more data 

on mantle melting accumulate. Since seismic data provide only two observables (velocity 

and thickness) and we need to resolve at least three unknowns (potential temperature, 

active upwelling ratio, and source composition), it will be important to include 

geochemical information obtained from sampled lavas to correctly interpret seismic crustal 

structure. 

3.6.2 Previous Deep-Crustal Studies of the North Atlantic Margins 

As emphasized by KH95 and Holbrook et al. [1999], active mantle upwelling is important 

when crustal thickness is used to infer mantle potential temperature (e.g., Figure 3-13). The 

estimate of potential temperature simply assuming passive upwelling [e.g., Barton and 

White, 1997a] may considerably deviate from the actual thermal state of mantle. Although 

accurate information regarding lower-crustal velocity is essential to assess the active 

upwelling ratio, lower-crustal velocity is, unfortunately, generally the least constrained part 

of crustal structure. Though the North Atlantic margins are so far the volcanic margins best 

studied by deep-crustal seismic surveys [White et al, 1987; Mutter and Zehnder, 1988; 

Fowler et al, 1989; Morgan et al, 1989; Zehnder et al, 1990; Barton and White, 1997a; 

Holbrook et al, 1999], some caution is required in compiling published crustal velocity 

models to infer the whole picture of the mantle melting process during the opening of the 

North Atlantic. 

The lower crust is usually characterized by a small vertical velocity gradient, so 

that its velocity structure is constrained mostly with PmP travel times. During the 1980s, 

expanding spread profiling (ESP) using two ships was popular to acquire wide-angle 

refraction and reflection data for nearly 1-D geological settings. Because PmP phases are 

usually identifiable only at large offsets, the PmP travel time data in an ESP common-mid- 

point gather, which have a very limited range of ray aperture, does not provide a good 

constraint on lower-crustal velocity structure. The waveform information such as the 

minimum range of post-critical PmP phases was, therefore, commonly used to determine a 

velocity contrast at the Moho. Since shallow mantle velocity can be inferred from Pn 
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arrivals or its lower limit can be reasonably assumed to be -7.9 km/s, this method seems to 

be able to derive a lower limit on lower-crustal velocity from the waveform information. 

This approach implicitly assumes, however, that lower crust can be accurately described as 

a single block with a uniform velocity or a constant velocity gradient. This is a dangerous 

assumption because the Moho can be a diffuse discontinuity with complex structure, as 

geological studies of ophiolites indicate [Nicolas and Prinzhofer, 1983; Benn et al., 1988; 

Boudier and Nicolas, 1995; Boudier et al, 1996]. The waveform data are only sensitive to 

short-wavelength structure [e.g., Jannane et al, 1989], so that extending a velocity 

contrast at the Moho to all of lower crust is an unstable extrapolation. 

It is thus preferable to use only travel time data of PmP phases. Because PmP travel 

times are sensitive to both the depth of the Moho and velocity above it, dense ray coverage 

with a number of source and receiver pairs is required to minimize velocity-depth 

ambiguity (Chapter 1). We emphasize that velocity-depth ambiguity has a serious 

influence on the estimate of crustal composition; an error of 3% in velocity, for example, 

means an error of 0.2 km/s for 7.0 km/s, whereas the same degree of uncertainty in the 

Moho depth has only a trivial effect on the estimate of melt volume. Except for our 

tomography in Chapter 1, however, the issue of velocity-depth ambiguity may not have 

been properly treated in earlier crustal seismic studies. In addition, a robust uncertainty 

analysis has rarely been done for published velocity models (see Discussion in Chapter 1), 

whereas placing an error bound on estimated velocity is extremely important for 

petrological interpretation. The significant difference in lower-crustal structure between 

our transect 2 and other North Atlantic transects (Figure 3-9) may simply reflect the 

difference in the quality of original seismic data and the thoroughness of uncertainty 

analysis. 

3.7 Conclusion 

We developed a new methodology to relate the seismic crustal structure of large igneous 

provinces with the process of causative mantle melting. Following the approach taken by 

Kelemen and Holbrook [1995], we first established a relation between bulk crustal velocity 
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and mantle melting parameters including the pressure and degree of melting, based on an 

extended database of mantle melting experiments. A more accurate calculation of velocity 

from a given composition through the CIPW norm results in a much tighter relation than 

that of KH95, with one standard deviation of only 0.08 km/s. Noting that upper-crustal 

velocity does not contain useful petrological information, and that it is impossible to 

uniquely determine a bulk crustal composition from lower-crustal velocity alone, we 

estimated the possible range of compositional variations in the lower crust during crustal 

accretion by modeling fractional crystallization at a range of pressures. Based on the 

results of this crystallization modeling, a bound on the possible range of bulk crustal 

velocity for a given lower-crustal velocity was obtained as a function of lower-crustal 

fraction. Finally, a simple mantle melting model was developed to illustrate the effects of 

active mantle upwelling and a preexisting lithospheric lid, which are prominent 

complicating factors in the formation of large igneous provinces, and a relationship 

between mantle melting parameters and corresponding seismic observables was succinctly 

summarized in a single H-Vp diagram. 

The crustal structure of the Southeast Greenland margin was revisited, and the 

preliminary conclusion made in Chapter 1 was reinforced with this new interpretational 

method; the thick (-30 km) transitional crust with an average lower-crustal velocity of 

-7.0 km/s is the result of vigorous active upwelling of mantle with almost normal potential 

temperature. Even though our melting model contains several sources of uncertainties such 

as a melting function and the style of melting, this conclusion seems to be robust. The 

effect of major element heterogeneity in a mantle source composition is probably the only 

significant remaining uncertainty in this conclusion. Future work to incorporate source 

heterogeneity is warranted. 
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Figure 3-1. Schematic drawings for recently proposed accretion models for igneous crust, 
(a) Sheeted sill model [Kelemen et al., 1997b; Kelemen and Aharonov, 1998], (b) gabbro 
glacier model [Nicolas et al., 1988; Henstock et al, 1993; Phipps Morgan and Chen, 1993; 
Quick and Denlinger, 1993; Menke and Sparks, 1995], and (c) intrusion model [Dick et al, 

1992; Cannat, 1996]. 
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Figure 3-2. (a) Location of 1996 SIGMA transects. Open circles denote the location of 
seismic receivers, and solid lines denote shot lines, (b) P-wave velocity model for 

transect 2 (from Chapter 1), with geological interpretation of continental, transitional 
and oceanic crust, (c) 1-D velocity profiles sampled from (b) at model distances of 
125 km and 310 km. One standard deviation is shown as dashed, based on 100 Monte 
Carlo ensembles. 
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Figure 3-3. Example of crystal fractionation modeling. Starting liquid is polybaric near- 

fractional melt aggregated from a triangular shaped melting regime, with mean melt fraction 
of 9% and mean pressure of melting of 1.5 GPa, as calculated by Kinzler [1997] (Si02:48.2%, 
Ti02: 0.94%, A1203: 16.4%, Cr203: 0.12%, FeO: 7.96%, MgO: 12.5%, CaO: 11.4%, K20: 

0.07%, Na20: 2.27%). Three fractionation paths are considered: (1) fractional crystallization 

at 100 MPa (solid), (2) equilibrium crystallization at 100 MPa (dashed), and (3) polybaric 
fractional crystallization at 800 to 100 MPa (dotted), (a) P-wave velocities of cumulative 
fractionating assemblage and normative assemblage for residual liquid phase are calculated at 

a pressure of 100 MPa and a temperature of 100°C and shown as black and gray lines, 

respectively. Velocity of incremental fractionating assemblage is also shown as a thin gray 
line for fractional crystallization cases, (b) Solid densities are calculated at the same reference 
state. Residual liquid densities of residual phases are also shown. Phase proportions and 

compositions of fractionating assemblage are shown in (c)-(h): (c,f) fractional crystallization 
at 100 MPa, (d,g) polybaric fractional crystallization at 800-100 MPa, and (e,h) equilibrium 
crystallization at 100 MPa. Abbreviations are Oliv (olivine), Plag (plagioclase), Cpx 
(clinopyroxene), Fo (forsterite content), Di (diopside content), and An (anorthite content). 
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Figure 3-4. Relationship of norm-based P-wave velocity to the pressure and 
fraction of melting, for experimental and calculated liquids for the melting of 
mantle lherzolite [Kinzler and Grove, 1992; Hirose and Kushiro, 1993; Kinzler and 

Grove, 1993; Baker and Stolper, 1994; Kinzler, 1997; Walter, 1998]. One standard 

deviation is 0.08 km/s. Open circles with dots denote polybaric fractional melts 

calculated by Kinzer and Grove [1993] and Kinzler [1997]. Predicted velocities for 

HK66 melts using equation 3.1 are systematically higher than their norm-based 
velocities, mainly because the melting of HK66 is associated with much higher 
degrees of melting compared to the melting of peridotites. 

146 



c 

(a) 
0.0 

Mean P [GPa] 
2 3 

6.9      7.0 

V. 

(b) 
norm 

7.1       7.2       7.3 

[km/s] 
7.4 

Vnorm [km/s] 

Figure 3-5. (a) mantle melt data used for regression (shown as open circles) are 
gridded as a function of the pressure and fraction of melting, and contours of predicted 
velocity based on our new regression are overlaid as solid lines. Prediction based on 

the empirical relation derived by KH95 (equation 3.2) is also shown as dashed lines, 
(b) Comparison of norm-based velocity with velocity calculated using equation 3.3. 
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Figure 3-6. Effects of fractional crystallization on P-wave velocities of fractionating solid 
phase and residual liquid phase, (a) P-wave velocity of cumulative fractionating phase is 
denoted as VLC, and its deviation from bulk crustal velocity as AVLC is plotted as a function 

of VhC, for the fractionation paths of all mantle melts at 100 MPa (thin line). Velocities are 
values at 600 MPa and 400°C. Open and solid circles denote the loci of fractionation paths 
at solid fractions of 0.5 and 0.8, respectively. To quantify the scatter of AVLC for a given 

solid fraction, quadratic regressions are made at solid fractions of 0.5 to 0.8, and one 
standard deviation gradually decreases from 0.03 (Fx;=0.5) to 0.02 (Fx,=0.8). (b) Same as (a) 
but at a crystallization pressure of 400 MPa. (c) Same as (a) but with P-wave velocity of 
residual liquid phase (VuC) and its deviation from bulk crustal velocity (AVUC). One standard 

deviation of quadratic regression increases from 0.06 (Fd=0.5) to 0.09 (Fx,=0.&). (d) Same as 
(c) but at a crystallization pressure of 400 MPa. Similar results are obtained for a 

crystallization Dressure of 800 MPa. 
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Figure 3-7. Covariation of P-wave velocity and density of mafic and ultramafic rocks at 
1000 MPa and 25°C. Large symbols denote norm-based calculations for mantle melts, 
and small symbols denote fractionated crystal assemblages formed at a range of crustal 
pressures (100-800 MPa). Ellipses denote laboratory data for diorite, gabbro-norite- 

troctorite, pyroxenite, and dunite, reported by Christensen and Mooney [1995]. Three 

solid lines are taken from Birch [1961] for plagioclase, rocks with mean atomic weight 
of -21, and diabase-gabbro-eclogite. Dotted line is for normal oceanic crust based on 

samples dredged from the Mid-Atlantic Ridge [Christensen and Shaw, 1970]. 
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Figure 3-8. Theoretical pressure and temperature derivatives for density and 
velocity, calculated at 600 MPa and 400°C, using fractionated crystal 
assemblages formed at a range of crustal pressures (100-800 MPa). 
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Figure 3-9. Two-layer P-wave velocity models (upper and lower crust) for North 
Atlantic margins and normal oceanic crust. From left to right: transitional and 
oceanic crust from SIGMA transect 2 (Southeast Greenland margin; Figure 3-2c), 
Hatton Bank transitional crust [Fowler et al, 1989], V0ring Margin transitional 
crust [Zehnder et al., 1990], global average of normal oceanic crust compiled by 
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Figure 3-10. (a) Effect of hydrothermal alteration on gabbro velocity. Unaltered gabbro 
composition used here has 47% plagioclase (An60), 35% clinopyroxene (Dig0), and 18% 
olvine (Fo75), which is the average of oceanic gabbroic rocks recovered from ODP Hole 
735B, as reported by Dick et al. [1991]. We assume hydrothermal alteration simply results 
in the replacement of clinopyroxene with hornblende. Elastic moduli and density are first 

calculated for each mineral at 100 MPa and 100°C, and Hashin-Shtrikman bounds for 

mineral assemblage are then calculated, (b) Effect of residual crack porosity on gabbro 
velocity. We first calculated effective elastic moduli of dry porous rock with diffrent pore 

aspect ratio (0.1, 0.01, and 0.001) using the formula of Küster and Toksöz [1974], and then 
applied the Gassmann low-frequency relations to obtain effective moduli for fluid saturated 

porous rock [e.g., Mavko et al., 1998]. Elastic moduli for seawater are taken from Wilkens et 

al. [1991], and elastic moduli for pore-free gabbro are taken from the average of Hashin- 
Shtrikman bounds as calculated in (a). The results are shown as dotted lines. Also shown are 
velocity-porosity data of gabbroic rocks recovered from ODP Hole 735B (cross) [Iturrino et 

al, 1991] and Hess Deep (open circle) [Iturrino et al, 1996]. While porosity data are 
measured at atmospheric pressure, velocity data are measured at 200 MPa. 
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Figure 3-11. Schematic diagram of mantle melting model used in this study. Mantle 
upwelling rate (Vm) can be faster than surface divergence rate (Vs) by a factor of % 

(active upwelling ratio). The mantle melting zone starts when the mantle adiabat 
intersects the solidus, and its upper limit is imposed by a lithospheric lid, which is 
composed of newly formed igneous crust (H), and preexisting lithosphere or cold 

oceanic mantle (b). 
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Figure 3-12. (a) Mean pressure of melting, (b) mean fraction of melting, (c) predicted 
crustal thickness, and (d) predicted bulk crustal velocity, are calculated as a function of 
mantle potential temperature, for several different active upwelling ratios and zero 
thickness of preexisting lid. A linear melting function with {dFI dP)s of 12%/GPa is 

used. Similar calculations with different thicknesses of preexisting lid and passive 
upwelling are presented in (e)-(h). 
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Figure 3-13. (a) Standard H-Vp diagram based on calculations presented in 
Figure 3-12. The contours of mantle potential temperature are drawn at 50°C 
interval, (b) Same as (a), but with the empirical relation of KH95 (equation 3.2). 
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Figure 3-14. (a) Same as Figure 3-13a, but with (dF/dP)s of 16%/GPa. (b) Same as 

Figure 3-13a, but with a three-stage melting function to simulate the effect of 

clinopyroxene exhaustion; F}=0.035dP (d P<1.15), F2=0.23(dP-1.15)+0.04 
(0.15<dP<0.175), and F3=0.113(dP-1.75)+0.18 (dP> 1.7 5), where dP denotes P0-P. 

This is a crude approximation of the results of thermodynamic calculations by Asimow 
etal. [1997] 
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Figure 3-15. (a) Harmonic-mean velocity of the lower-crustal part of SIGMA transect 2 
is calculated at 10 km interval with a 20 km wide averaging window, using 100 Monte 
Carlo ensembles (Chapter 1). (b) Whole-crustal (solid) and lower-crustal (gray) 
thicknesses are calculated in a similar manner. Lower-crustal fraction is also shown as 

dashed, (c) Mean velocity of the igneous lower crust is plotted as a function of 

corresponding whole-crustal thickness (open circles with error bars), on the standard H- 

Vp diagram (Figure 3-13a). 
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Figure 3-16. Effect of subcrustal fractionation. P-wave velocities of residual 
phases (V"") formed by fractional crystallization at 1 GPa are plotted as a 
function of original bulk crustal velocity (V*f)> for subcrustal fractionation of 
10, 20, and 30%. Results of quadratic regression are: V" = 3.52 + 0.16V + 
0.046V2 (lo=0.014) for F=10%, Vs = -9.56 + 3.97V- 0.225V2 (lcM).020) for 

F=20%, and Va= -22.63 + 7.65 V- 0.489V2 (1(7=0.025) for F=30%. 

158 



Chapter 4 

Major-element source heterogeneity in the North Atlantic igneous 
province 

Abstract 
High-MgO (>8.5wt%), aphyric lavas erupted at various locations in the North Atlantic 
igneous province are analyzed to characterize the nature of mantle melting during the 
formation of this province. Based on the observation that the Ni concentration in residual 
mantle olivine mostly falls in the range of 2000-3500 ppm, these high-MgO samples are 
corrected for olivine fractionation until the Ni concentration of equilibrium olivine reaches 
3500 ppm, to estimate the composition of primary mantle-derived melt. Estimated primary 
melt compositions suggest that this province is characterized by a large degree of major 
element source heterogeneity possibly resulting from basalt addition prior to melting. 
Primary melts for North Iceland and Southwest Iceland are shown to require different 
source mantle compositions. Whereas the North Iceland primary melt may be explained by 
the melting of normally assumed pyrolitic mantle, the source mantle for Southwest Iceland 
must be enriched in iron, having molar Mg/(Mg+Fe) <0.87. This compositional dichotomy 
in Iceland seems to continue to adjacent Mid-Atlantic Ridge segments, i.e., the Kolbeinsey 
and Reykjanes Ridges. The primary melts for East and Southeast Greenland also indicate a 
fertile mantle source, and the estimate of molar Mg/(Mg+Fe) is the lowest for the East 
Greenland source mantle (<0.86) among all regions we investigated. The inferred spatial 
extent of source heterogeneity suggests an important and complex role for a long-lived 
compositional anomaly in this igneous province since the opening of the North Atlantic. 

4.1 Introduction 

When Greenland rifted from Europe at about 60 Ma, vigorous magmatism took place 

along the ~2000-km-long rifting axis, as indicated by the distribution of seaward-dipping 

reflectors on the North Atlantic continental margins [Mutter et al, 1984; Larsen and 

Jakobsdottir, 1988; Mutter and Zehnder, 1988; White and McKenzie, 1989]. Within 

10 m.y. or so, this spatially extensive voluminous magmatism seems to have rapidly 

reduced in area, but it continued to exist as the current Iceland hotspot (Figure 4-1). The 

impact of an ancestral Iceland plume has been proposed to explain the formation of this 

North Atlantic igneous province in a unified fashion [e.g., Richards et al, 1989; White and 

McKenzie, 1989; Hill, 1991; White and McKenzie, 1995]. One way to test this plume 

impact hypothesis is to use the geochemistry of erupted lavas in this province to deduce the 

process of mantle melting and its causal mantle dynamics. The major element composition 
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of mantle-derived melt is sensitive to the pressure and degree of melting as well as the 

style of melting (i.e., batch vs. fractional) [e.g., Klein and Langmuir, 1987; McKenzie and 

Bickle, 1988; Kinzler and Grove, 1992; Langmuir et al., 1992; Kinzler, 1997]. If one can 

estimate primary melt composition from observed lavas, therefore, useful constraints on 

mantle melting may be obtained based on the major element systematics. Mantle potential 

temperature can be estimated, and if the thickness of igneous crust is known, the rate of 

active mantle upwelling can also be calculated. Both types of information are necessary to 

constrain the thermal state of mantle and its dynamics. 

Since erupted lavas are expected to have been modified from their primary 

composition during ascent to the surface, we need to correct for possible modification 

processes. Fractional crystallization is probably the most important of these processes. At 

low pressures, fractionating phases from basaltic liquids are generally olivine, then 

plagioclase, and then clinopyroxene. At high pressures (>0.5 GPa), clinopyroxene tends to 

appear earlier than plagioclase [e.g., Bender et al, 1978; Presnall et al, 1978; Grove et al, 

1992; Langmuir et al, 1992]. In either case, it is difficult to accurately correct for multi- 

phase fractionation, and it is common to apply up-temperature correction only to MgO-rich 

samples by incrementally adding equilibrium olivine, assuming that olivine was the only 

fractionating phase. In this correction, some criterion has to be adopted to determine how 

much olivine must be added. For example, From and Lesher [1997], applied an olivine 

fractionation correction until the liquid Mg number (defined as molar Mg/(Mg+Fe)) 

reaches 0.70 or 0.76, using an olivine/liquid Fe/Mg KD of 0.31, assuming that all iron as 

FeO, and assuming that the forsterite content of residual mantle olivine may vary from 

0.88 to 0.91. 

We found problems in trying to use this approach to study melting dynamics in the 

North Atlantic igneous province. Figure 4-2 shows the compilation of recent mantle 

melting experiments in terms of liquid Mg number and melt fraction. The Mg number of 

primary melt depends on source olivine composition and melting processes. The Mg 

number criterion, therefore, cannot serve our purpose of using primary melt composition to 

infer melting processes. Another problem with the Mg number criterion is that it is 
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impossible to detect source heterogeneity from estimated primary melts. Though major 

element heterogeneity in source mantle is still poorly understood compared to isotope and 

trace element heterogeneity, its importance has been suggested for several hotspots 

including Iceland [e.g., Langmuir and Hanson, 1980; Schilling et ah, 1983; Hauri, 1996; 

Takahashi et al, 1998]. The main process responsible for major element heterogeneity is 

probably the removal or addition of a basaltic component [e.g., Langmuir and Hanson, 

1980; Frey et al, 1985; Allegre and Turcotte, 1986]. If this is the case, source olivine 

composition can serve as a proxy for the degree of heterogeneity. Correcting olivine 

fractionation based on some pre-determined composition of residual olivine, therefore, can 

mask the signature of major element source heterogeneity that may exist in lava samples. 

An alternative criterion that can be used in olivine fractionation correction is the Ni 

content of residual olivine [Allegre et al, 1977; Minster et al, 1977; Sato, 1977]. Because 

Ni is compatible in olivine, its concentration in mantle olivine is relatively insensitive to 

the past history of depletion, and the addition of a basaltic component only lowers the 

concentration. A recent compilation of Ni content in mantle olivine in continental 

peridotites [Kelemen et al, 1998] is shown as histograms in Figure 4-3. Despite variability 

in the forsterite content, which is most likely the result of variable depletion history, Ni 

concentration clusters around 3000 ppm, and most of the data are between 2500 ppm and 

3500 ppm. The Ni content of olivine in oceanic peridotites (H.J.B. Dick, personal 

communication) is also shown in Figure 4-3, and it shows a similarly tight distribution, but 

with a lower mean value (-2500 ppm). Thus, a value of 3500 ppm can be confidently used 

as the upper limit on the Ni content of residual mantle olivine, regardless of the degree of 

major element heterogeneity. Our procedure for olivine fractionation correction is, 

therefore, (1) calculate olivine composition in equilibrium with liquid using an Fe-Mg 

exchange coefficient, ÄTD
FeMg and the Ni partition coefficient, DK°miq, (2) add 0.1 wt% of the 

equilibrium olivine to liquid, and (3) repeat 1 and 2 until the Ni content of equilibrium 

olivine reaches 3500 ppm. KD
Ft'Mg is nearly constant around 0.30, for a wide range of liquid 

composition, temperature, and pressure [e.g., Roeder and Emslie, 1970; Ulmer, 1989; 

Johnes, 1995], but DNi
0l/liq is strongly compositionally-dependent [e.g., Hart and Davis, 
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1978; Takahashi, 1978; Nabelek, 1980; Kinzler et al, 1990](Figure 4-4). We use the 

equation of Kinzler et al. [1990], which incorporates all previous experimental studies, to 

calculate DNi
0l/liqat each correction step,. 

The purpose of this paper is to estimate primary mantle-derived melts, using this 

olivine fractionation correction, for the North Atlantic igneous province on the basis of 

published geochemical data. The estimated melt compositions will then be discussed in 

light of recent experimental studies of mantle melting. Our results indicate an important 

role of major element source heterogeneity in the formation of this igneous province. To 

begin with, we will review the validity of olivine-only fractionation correction for high- 

MgO samples through a series of crystallization modeling. 

4.2 Behavior of Ni in Crustal Modification Processes 

Fractional crystallization is not the only process to affect the composition of mantle- 

derived melt. To facilitate our discussion on possible crustal modification processes, the 

modeling of crystal fractionation is conducted at a range of crustal pressures, starting from 

several sample melt compositions. This exercise is also instructive to identify the type of 

volcanic suites to which our olivine fractionation correction can be safely applied. To 

calculate the liquid line of descent, we use the method of Weaver and Langmuir [1990] 

with extension for high-pressure crystallization by Langmuir et al. [1992]. Initial liquids 

are chosen to cover a reasonably wide range of MgO concentration (10-18%; Figure 4-5), 

and are assumed to be in equilibrium with mantle olivine that has a Ni concentration of 

3000 ppm (Figure 4-4b). The Ni concentration of liquid is tracked using the equation of 

Kinzler et al. [1990] for olivine-liquid partitioning, and assuming that the partitioning 

between clinopyroxene and liquid is one sixth of that between olivine and liquid and that 

Ni is perfectly incompatible with plagioclase [e.g., Irving, 1978; Johnes, 1995]. The 

modeling results are shown in terms of the Ni and MgO contents of liquid as well as the 

phase proportions of fractionated minerals (Figure 4-5). Both fractional and equilibrium 

crystallization paths are calculated, and as Langmuir [1989] showed, the liquid line of 

descent resulting from a periodically replenished magma chamber [O'Hara, 1977; O'Hara 
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and Matthews, 1981] is bounded by these two fractionation paths. Except for the initial 

liquid with the lowest MgO content, olivine is the first phase to crystallize, and at low 

pressure, it is the only fractionating phase until the liquid MgO content drops below 10% 

(Figure 4-5a). 

The appearance of plagioclase or clinopyroxene as the second fractionating phase 

introduces some complication in the Ni-MgO covariation, because the bulk partition 

coefficients of Ni and MgO are both modified by the second phase. Whereas 

olivine+plagioclase fractionation leads to a continuing decrease in both Ni and MgO 

concentration (e.g., curve B in Figure 4-5a), olivine+clinopyroxene fractionation reduces 

the variation in Ni content as MgO continues to decrease (e.g., curve C in Figure 4-5b). 

This difference is vital for the use of an olivine-only fractionation correction. If the 

correction is applied to a sample on the olivine+plagioclase fractionation path, the MgO 

content of primary melt tends to be overestimated, and if applied to a sample on the 

olivine+clinopyroxene fractionation path, it would be underestimated. Since the MgO 

content of mantle-derived melt strongly depends on the degree of melting [e.g., McKenzie 

and Bickle, 1988; Kinzler and Grove, 1992; Langmuir et ah, 1992; Baker and Stolper, 

1994; Walter, 1998], the nature of mantle melting inferred from estimated primary melt 

composition is highly sensitive to the validity of the assumption of olivine-only 

fractionation. Though the possibility of plagioclase fractionation may be avoided by using 

samples only with more than 10wt% MgO, clinopyroxene can appear above this threshold 

in high-pressure crystallization (Figure 4-5b). However, that clinopyroxene fractionation 

without plagioclase would result in a large change in CaO/Al203, and such a signal at MgO 

higher than 10wt% has not been found in our study area [e.g., Meyer et al., 1985; 

Nicholson et al, 1991; From and Lesher, 1997; Thy et ah, 1998]. Therefore, we regard the 

high-pressure liquid line of descent with early clinopyroxene fractionation (e.g., Figure 

4-5b, liquid C) as a rather rare case, and will not consider its possibility hereafter. 

Assimilation and fractional crystallization (AFC) [DePaolo, 1981] and in situ 

crystallization [Langmuir, 1989] are also plausible modification processes, but their 

importance is limited in our study. The AFC process in the oceanic environment is, for 
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example, equivalent to a process in a periodically replenished magma chamber, because an 

assimilant may typically have a primary melt composition, so its effect is already 

represented by our crystallization modeling. Though this simplification does not apply to 

continental flood basalts, in which an assimilant can be continental crust, potential 

complexity introduced by the AFC process can be circumvented by restricting our analysis 

to samples likely to be uncontaminated by continental crust. In situ crystallization leads to 

the mixing of primary liquid with more differentiated liquids. Because the Ni-MgO 

covariation is almost linear for high MgO liquids except for high-pressure clinopyroxene 

fractionation, this process does not significantly affect the modeled liquid lines of descent. 

It thus seems that olivine-only fractionation correction is a robust procedure to 

estimate primary melt composition, if it is applied only to uncontaminated samples with 

>10wt% MgO. We found, however, that this criterion for sample screening is so strict that 

the number of available data is severely reduced. By relaxing the MgO threshold down to 

8.5wt%, we will attempt to obtain the upper bound on the amount of olivine used in 

correction. Possible plagioclase fractionation could only lower the amount of olivine 

addition required for a given Ni criterion. This upper bound approach also conforms to our 

use of a "maximum" value of 3500 ppm Ni in mantle olivine as the endpoint of the 

fractionation correction. The estimated MgO content, therefore, can be regarded as the 

upper limit on its primary content. On the other hand, plagioclase fractionation can 

substantially increase liquid SiOz and FeO, and if ignored in a fractionation correction, 

could lead to an overestimate of Si02 and FeO contents in primary melt. Care must be 

taken, therefore, to verify that the Si02 and FeO contents of estimated primary melt are not 

biased by results of fractionation correction on low-MgO samples. 

4.3 Composition of Primary Mantle Melts for the North Atlantic Igneous 
Province 

To apply our olivine fractionation correction with the olivine Ni criterion, samples must be 

aphyric, have MgO higher than 8.5wt%, and have reported Ni concentration. Though there 

are numerous petrological and geochemical studies on the North Atlantic igneous province 
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(see, for example, references cited in From and Lesher [1997]), the number of samples that 

can satisfy the above three conditions is limited. The majority of reported lava samples are 

polyphyric. When a modal analysis is given, we classified samples with less than 5% 

phenocrysts as "sub-aphyric", and both aphyric and "sub-aphyric" samples are used for the 

fractionation correction. Six regions are identified to have sufficient data for the estimation 

of primary melt composition: Southeast Greenland, East Greenland, North Iceland, 

Southwest Iceland, the Reykjanes Ridge, and the Kolbeinsey Ridge [Wood et al, 1979; 

Schilling et al, 1983; Hemond et al, 1993; Slater, 1996; Fram and Lesher, 1997; Larsen 

etal, 1998] (Figure 4-1). 

All data are normalized on an anhydrous basis. All iron is treated as ferrous (i.e., 

Fe27(Fe2++Fe3+)=1.0), but the following results would be only slightly modified if we used 

Fe27(Fe2++Fe3+)=0.9. A constant KD
Fe~Mg of 0.31 is used to calculate equilibrium olivine 

composition throughout the correction; changing this value by ±0.01 has only minor 

influence on our results. In addition to the correction for fractional crystallization as 

already described, we also calculate correction for equilibrium crystallization of olivine, to 

illustrate the extent of ambiguity introduced by a periodically replenished magma chamber. 

The equilibrium crystallization correction does not always converge to the target Ni 

concentration of equilibrium olivine, because it leads to large increases in liquid MgO 

combined with very small increases in Ni content. Since Ni becomes less compatible with 

increasing liquid MgO (Figure 4-4), equilibrium olivine for such high MgO and low Ni 

liquid often fails to reach the Ni concentration of 3500 ppm. The total amount of olivine 

that can be fractionated from mantle-derived melt is, however, usually less than 30% of 

initial liquid (e.g., Figure 4-5), so that we use a maximum olivine fraction of 0.3 as a 

second criterion when correcting for equilibrium crystallization. 

Data for Southeast Greenland are from submarine flood basalt sequences drilled in 

Leg 152 of the Ocean Drilling Program [Larsen et al, 1994; Larsen et al, 1998]. 

Following Larsen et al. [1998], we use Ba/Zr as the index of crustal contamination, and 

screen out samples with >1.5 Ba/Zr. Uncontaminated lavas are then almost entirely 

confined to the Upper Series of Hole 917A. The results of fractionation correction are 
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shown in Figure 4-6. The correction paths are plotted with the corresponding Ni 

concentrations in equilibrium olivine. The Si02, MgO, FeO, Ti02, and Na20 contents of 

liquid are displayed as well as the Fo content of equilibrium olivine. The correction paths 

for equilibrium crystallization generally deviate from overall trends shown by original 

lavas, and we infer that fractional crystallization is the dominant modification process. 

Fractionation correction tends to increase MgO variability, compared to the lavas, because 

of the compositional dependence of Ni partitioning. The estimated primary MgO contents 

at 3500 ppm Ni in olivine vary from 12.7wt% to 18.0wt%, but most are below 16.0wt%. 

Olivine addition does not significantly modify FeO, and the mean of the primary FeO 

contents is 11.8wt%. Si02, Ti02, and Na20 all decrease as a result of fractionation 

correction. Their variability in the estimated primary liquids reflects the original sample 

variability, without noticeable amplification. Two high-MgO, aphyric lavas have 

equilibrium olivine with >3500 ppm Ni (Figure 4-6b), so they are not considered in our 

correction. These aphyric lavas have higher MgO and lower FeO than the average of 

estimated primary melt compositions, suggesting that they may have resulted from the 

dissolution of cumulative olivine by superheated melt. Interestingly, Thy et al. [1998] 

interpreted them (referred as Unit 14 and Unit 16 in their Table 7) as a candidate of 

primary melt, mainly because they are aphyric with very high MgO contents. 

The data from East Greenland early Tertiary flood basalts are from Fram and 

Lesher [1997], and the results of fractionation correction are shown in Figure 4-7. The 

identification of uncontaminated lavas follows their approach based on 143Nd/144Nd, La/Zr, 

and Zr/Ti. Only two aphyric lavas can be used in our correction, so the statistical reliability 

of our estimate is uncertain. It should be noted, however, that samples in this region, 

including phyric lavas, are systematically higher in Si02 and Ti02 and lower in Na20 than 

those in Southeast Greenland, implying some fundamental difference in the nature of 

mantle melting between these two regions. Olivine in equilibrium with our estimated 

primary melt compositions has a forsterite content of 0.86, significantly lower than 

conventionally assumed residual olivine compositions (Fo89.91). Fram and Lesher [1997] 

also conducted an olivine fractionation correction using the same data by assuming 

166 



residual olivine of Fog8.9„ resulting in much higher MgO (15.2-19.7wt%) and lower Si02 

(48.2-47.2wt%). As emphasized in the Introduction, their estimate of primary melt 

composition depends on the assumption of a primary liquid Mg number, which now seems 

questionable, especially for lavas sampled from hotspots. Correction for fractional 

crystallization to a liquid in equilibrium with Fo90 olivine yields a Ni-rich liquid, with 

corresponding Ni in olivine >6000 ppm. 

Iceland has three major neovolcanic zones: the western rift zone (Southwest 

Iceland), the mid-Iceland belt, and the eastern rift zone (North Iceland) [e.g., Hemond et 

al, 1993]. As already noted, liquid FeO varies little during olivine-only fractionation, so 

that the FeO content of high-MgO lava is a good proxy for its primary FeO content [Klein 

and Langmuir, 1987]. Since there is a distinct difference in FeO between samples from 

Southwest Iceland and those from North Iceland, these two segments are considered 

separately in the fractionation correction (Figure 4-8 and Figure 4-9). In general, primary 

melt from Southwest Iceland is lower in Si02 and higher in FeO and Ti02, compared to 

that of North Iceland. The differences in MgO and Na20 are small. The Fo content of 

equilibrium olivine for Southwest Iceland (-0.87) is thus lower than that for North Iceland 

(-0.90), and the primary melt of Southwest Iceland is more similar to that of Southeast 

Greenland. This contrast in the Fo content observed in Icelandic lavas seems to continue to 

the adjacent segments of the Mid-Atlantic Ridge. The Reykjanes Ridge data seem to be 

more akin to Southwest Iceland (Figure 4-8), whereas the Kolbeinsey Ridge data are 

almost indistinguishable from the North Iceland data (Figure 4-9). Again, due to the 

limited number of available samples, this inference regarding spatial continuity remains 

preliminary. 

Finally, several samples from 'normal' mid-ocean ridges (i.e., located far from 

known hotspots) are also considered to provide a reference frame in the following 

discussion. The results of fractionation correction to glass samples from the East Pacific 

Rise (EPR) at 23°N [Bender et al, 1984] and from the Southeast Indian Ridge (SEIR) near 

the Australian-Antarctic Discordance [Klein et al, 1991] are shown in Figure 4-10. These 

samples, together with the Kolbeinsey data, constitute the major part of the "global trend" 
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of mid-ocean ridge basalt chemistry, identified by Klein and Langmuir [1987]. The 

primary melt for the EPR segment has higher FeO and lower Na20 than that for the SWIR 

segment, which is consistent with the global trend of Na8 0 and Fe8 0 [Klein and Langmuir, 

1987; Langmuir et ah, 1992]. The Fo content of equilibrium olivine is -0.90 for both 

regions. 

The regional average of estimated primary melt composition is summarized in 

Table 4.1. An estimation based on fractionation correction to an equilibrium olivine with a 

maximum Fo content of 0.90 is also shown as an example of a more conventional 

correction. This Fo-based correction results in a very high Ni concentration (>5000 ppm) 

in equilibrium olivine for East Greenland, Southeast Greenland, Southwest Greenland, and 

the Reykjanes Ridge. The amount of olivine addition required by this ¥0^ criterion is thus 

too high for these regions. However, the differences between results of the two methods 

for FeO, Ti02, and Na20 are relatively minor. 

The MgO and FeO contents of estimated primary melts based on the Ni criterion 

are plotted in Figure 4-11, together with those of mantle melts from recent experimental 

studies at a range of mantle pressures [Kinzler and Grove, 1992; Hirose and Kushiro, 

1993; Kinzler and Grove, 1993; Baker and Stolper, 1994; Kinzler, 1997; Kogiso et ah, 

1998; Walter, 1998]. Most of these studies used mantle peridotites with whole rock Mg 

numbers of 0.89-0.90 as a source material. Exceptions are the pyroxenite HK66 used by 

Hirose and Kushiro [1993] (whole rock Mg number of 0.854), and two homogeneous 

mixtures of peridotite and basalt KG1 and KG2 used by Kogiso et al. [1998] (whole rock 

Mg numbers of 0.811 and 0.848, respectively). The composition of incipient melt is in 

equilibrium with the forsterite content of source olivine, or approximately with the whole 

rock Mg number. As melting proceeds, the liquid Mg number always increases due to 

source depletion regardless of the style of melting (e.g., batch and fractional), so that the 

Mg number of primary melt can be used to determine the Mg number of residual olivine 

and to place an upper bound on the Fo content of source olivine. Therefore, Figure 4-11 

indicates that, whereas source mantle for North Iceland and the Kolbeinsey Ridge as well 

as EPR and SEIR probably has compositions similar to pyrolite (i.e., whole rock Mg 
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number of -0.895) [e.g., Ringwood, 1975; Hart and Zindler, 1986; McDonough and Sun, 

1995], other regions in the North Atlantic igneous province must have significantly 

different source mantle with Mg numbers lower than 0.86-0.87, which could have resulted 

from 20-30% addition of a basaltic component to typical mantle "pyrolite". 

Being an essential structural constituent [Hanson and Langmuir, 1978], liquid Si02 

concentration is not very sensitive to source composition, and a number of experimental 

studies show that it is a good proxy for the pressure of melting [Jaques and Green, 1980; 

Fujii and Scarfe, 1985; Falloon et al, 1988; Hirose and Kushiro, 1993; Kinzler, 1997; 

Walter, 1998]. Using experimental mantle melts, liquid Si02 is fitted as a function of the 

pressure and degree of melting (Figure 4-12a). In Figure 4-12b, the Si02 contents of 

estimated primary melts are plotted to constrain the mean pressure of melting for each 

region. For the regions with 'normal' source mantle similar to pyrolite, the inferred 

pressure of melting increases, in the order SEIR, EPR, Kolbeinsey, and North Iceland. This 

seems to be consistent with common hypotheses regarding correlations between seafloor 

depth, crustal thickness, and mantle potential temperature [Klein and Langmuir, 1987; 

Langmuir et al, 1992]. Similar systematics, but with systematically higher pressures, can 

also be found for the regions with anomalous source mantle, if East Greenland is excluded. 

The East Greenland data indicate the lowest pressure of melting among all regions 

considered in this study, contrary to our expectation for this region which lies along the 

presumed Iceland hotspot track [White and McKenzie, 1989; Lawver and Müller, 1994]. 

The low melting pressure is also puzzling considering the possible effect of a preexisting 

lithospheric lid on mantle melting [From and Lesher, 1993]. We note, however, that there 

may be a compositional dependence of Si partitioning between melt and residue, as 

inferred from the systematic underprediction of Si02 by our regression for melts derived 

from low-Mg-number peridotite (Figure 4-12a). Though only tentative due to the paucity 

of appropriate melting experiments, a separate regression based solely on melts of low- 

Mg-number compositions indicates that enrichment in a basaltic component may increase 

liquid Si02 by as much as 2% (Figure 4-12b). Because the East Greenland primary melt 

has the lowest estimated Mg number of residual mantle (Figure 4-11), its apparent low 
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pressure of melting may simply be an artifact due to source heterogeneity, not reflecting 

the true pressure of the melting process. 

4.4 Discussion and Conclusion 

Our case study of the North Atlantic igneous province has demonstrated that olivine 

fractionation correction with the Ni criterion is a promising approach to estimate the nature 

of primary melt. Though the number of samples qualified for our scheme is small, this 

method is especially useful to constrain the extent of major element source heterogeneity. 

Because the major element composition of mantle-derived melt is very sensitive to both 

source composition and melting process, the interpretation of lava chemistry solely on the 

basis of compositional systematics is often equivocal. The high FeO content of the 

Southwest Iceland lavas, for example, has been known for decades [Jakobsson et al, 1978; 

Zindler et al., 1979; Langmuir and Hanson, 1980], but it has been attributed only to the 

melting process or previous depletion history, based on a correlation with La/Sm ratio. 

From and Lesher [1997] estimated primary melts for various regions of the North Atlantic 

igneous province using olivine fractionation with the liquid Mg number criterion, and 

based on a correlation with Dy/Yb ratio, they concluded that the East Greenland Tertiary 

flood basalts resulted from the melting of Fe-poor mantle, which is at odds with our result. 

On the other hand, Scarrow and Cox [1995] proposed Fe-rich source mantle like HK66 for 

the Skye Main Lava Series in Northwest Scotland, but their work is based on the whole 

rock composition of polyphyric lavas, which contain up to 20% olivine phenocrysts of 

^°80-86- 

The Ni criterion is also useful to discriminate high-MgO samples with an olivine- 

cumulative origin. The most primitive lavas, i.e., aphyric lavas with the highest MgO 

content, can place a lower bound on the primary MgO content. This inference, however, 

must also be supported by liquid Ni concentration, because petrographic criteria may often 

be misleading [Clarke, 1970; Hart and Davis, 1978; Clarke and O'Hara, 1979; Kinzler et 

al, 1990]. Figure 4-6b and Figure 4-7b clearly show that the misinterpretation of picritic 

samples can be avoided in some cases by calculating the Ni content of equilibrium olivine. 
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The most forsteritic olivine phenocrysts are also commonly used to estimate primary liquid 

MgO content [Clarke, 1970; Pedersen, 1985]. The Southeast Greenland samples, for 

example, include large euhedral olivine phenocrysts with Fo,^..^ [Demant, 1998]. Thy et 

al. [1998] used this observation to support their interpretation of picritic lavas (~18wt% 

MgO) as a possible primary melt. Such high-Fo olivine, however, could be xenocrysts 

derived from depleted continental mantle. Indeed, mantle xenoliths from the Greenland 

cratonic lithosphere have highly forsteritic olivines (Fo87_94 with a mean of Fo927) 

[Bernstein et al, 1998] (Figure 4-3e). The possibility of xenocrysts can, therefore, 

introduce significant ambiguity in the interpretation of phenocryst composition, especially 

for continental flood basalts. 

Although trace element source heterogeneity in the North Atlantic igneous 

province is beyond dispute [e.g., Schilling et al, 1982; Schilling et al, 1983; Schilling, 

1985; Langmuir et al, 1992], trace element systematics during melting based on an 

assumed source composition have commonly been used to infer the process of mantle 

melting in this region [From and Lesher, 1993; White and McKenzie, 1995; From et al, 

1998; Tegner et al, 1998]. By combining trace element information with inference based 

on major element chemistry, one may be able to place additional constraints on the degree 

of source heterogeneity as well as the dynamics of the melting process. However, for this 

purpose, major element systematics for melting of a range of different source compositions 

have to be firmly established by further melting experiments. 

In Table 4.1, theoretical compressional-wave velocity at 600 MPa and 400°C is 

also reported for each primary melt composition, to compare with the seismic velocity 

structure of igneous crust in this province. The bulk crustal velocity of 30-km-thick 

igneous crust at the Southeast Greenland margin is, for example, observed to be lower than 

-7.0 km/s (Chapter 3). The Southeast Greenland primary melt based on the 3500 ppm Ni 

criterion has a velocity of -7.15 km/s, substantially exceeding the seismic estimate. 

Because seismic velocity is generally most sensitive to MgO content, this discrepancy may 

simply result from our upper bound approach in terms of MgO content, so that the true 

primary melt may have even lower MgO content. Its equilibrium olivine may thus be less 
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forstende, further enhancing the inferred degree of major element source heterogeneity. 

Though our understanding of the spatial extent of source heterogeneity is still at a 

preliminary stage due to the limited number of suitable data, this study suggests that a 

long-standing compositional anomaly may have had an important role in the formation of 

the North Atlantic igneous province. 
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Table 4.1. Estimated primary melt compositions for the North Atlantic igneous province 

and other normal mid-ocean ridges. 

A. Correction with maximum Ni content of 3500ppm in equilibrium olivine 

Location Na Si02 Ti02 A120,      FeO* MgO CaO Na20 Fo          VD
b 

E Greenland 2 49.87 2.07 11.69 11.64 12.61 10.41 1.70 0.862 7.14 
SE Greenland 11 47.44 1.27 13.58 11.75 14.71 9.18 2.08 0.877 7.16 
SW Iceland 5 46.52 1.45 12.89 12.64 15.09 9.65 1.75 0.873 7.21 
N Iceland 69 47.67 0.85 13.26 10.36 15.45 10.84 1.57 0.895 7.25 
Reykjanes 2 49.04 0.91 12.73 11.23 13.78 10.39 1.93 0.875 7.16 
Kobeinsey 2 47.96 0.71 13.32 9.58 15.25 11.70 1.48 0.903 7.27 
EPR 23°N 9 48.30 1.14 13.72 9.79 14.63 10.45 1.95 0.895 7.19 
SE Indian Ridge 10 49.34 1.25 14.42 8.80 13.67 9.84 2.68 0.899 7.10 

B. Correction with maximum forsterite content of 0.90 

Location N Si02 Ti02 A1,0,      FeO* MgO CaO Na20 Ni(oliv)  VD
b 

E Greenland 2 48.40 1.75 9.85 11.60 18.20 8.77 1.43 6240 7.29 
SE Greenland 11 46.70 1.12 12.15 11.66 18.29 8.21 1.86 5030 7.26 
SW Iceland 5 45.75 1.26 11.20 12.41 19.46 8.39 1.53 5220 7.32 
N Iceland 69 47.53 0.81 12.96 10.34 16.23 10.61 1.53 3870 7.27 
Reykjanes 2 48.14 0.81 11.34 11.19 17.55 9.26 1.72 5140 7.26 
Kobeinsey 2 47.99 0.71 13.54 9.49 14.87 11.91 1.49 3370 7.27 
EPR23°N 9 48.14 1.12 13.42 9.80 15.38 10.23 1.91 3820 7.21 
SE Indian Ridge 10 49.35 1.22 14.39 8.77 13.76 9.83 2.66 3670 7.10 

C. Difference between A and B 

Location N Si02 rio2 A1,0,      FeO* MgO CaO Na20 
E Greenland 2 -1.47 -0.32 -1.84 -0.04 5.59 -1.64 -0.27 
SE Greenland 11 -0.74 -0.15 -1.43 -0.09 3.58 -0.97 -0.22 
SW Iceland 5 -0.77 -0.19 -1.69 -0.23 4.37 -1.26 -0.22 
N Iceland 69 -0.14 -0.04 -0.30 -0.02 0.78 -0.23 -0.04 
Reykjanes 2 -0.90 -0.10 -1.39 -0.04 3.77 -1.13 -0.21 
Kobeinsey 2 0.03 0.00 0.22 -0.09 -0.38 0.21 0.01 
EPR 23°N 9 -0.16 -0.02 -0.30 0.01 0.75 -0.22 -0.04 
SE Indian Ridge 10 0.01 -0.03 -0.03 -0.03 0.09 -0.01 -0.02 

Values for oxide concentration are in weight percent.The oxides have been normalized 
to a total of 100, and all iron (FeO*) is calculated as FeO. 
"Number of analyses. 
""Theoretical compressional-wave velocity of solidified phase at 600MPa and 400°C. Values are in km/s. 
(see Chapter 3 for the details of calculation). 
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Figure 4-1. Map of North Atlantic igneous province. Bathymetric contours are at 
500 m interval. 
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experimental mantle melts used in Figure 4-2. The result based on the equation 
of Hart and Davis [1978] is also shown, (b) The Ni concentration of liquid in 

equilibrium with olivine with 2500-3500 ppm Ni is shown as a function of 
liquid MgO, using the equation of Kinzler et al. [1990] and the same 
experimental mantle melts used in (a). 
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Figure 4-5. Results of fractional and equilibrium crystallization modeling are 
shown in terms of liquid MgO and Ni contents. Temperature increment is 1°C for 
fractional crystallization. Cumulative proportion of fractionating phases are also 

shown for fractional crystallization cases. Starting liquids are A (12% melting of 

KLB1 at 1 GPa [Hirose and Kushiro, 1993]), B (aggregated, nearly fractional 

polybaric melts with melt fraction of 11% and mean melting pressure of 1.8 GPa 
[Kinzler, 1997]), and C (24% melting of garnet peridotite at 3 GPa [Walter, 
1998]). Crystallization pressures are (a) 100 MPa and (b) 800 MPa. 
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Figure 4-6. Southeast Greenland lava samples [Larsen et al, 1998] with fractionation correction. 
Solid curves denote correction for fractional crystallization, and dashed curves for equilibrium 
crystallization. 
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Figure 4-7. Same as Figure 4-6, but for the East Greenland samples [Fram and 

Lesher, 1997]. 

180 



(a) 

54 

52 

SW Iceland 
• phyric 
o aphyric 
O aphyric, MgO>=8.5wt% 

Reykjanes Ridge 
♦ phyric 
o aphyric 
O aphyric, MgO>=8.5wt% 

1000   2000   3000   4000   5000 

Nio1 [ppm] 

20 
—<—i—>- T - i  "t ' 

18 - • - 

^16 

%   14 _ 1 

& 

~ 

9« 12 

S io 
~ '/5 

WJu 

_ 

8 

6 -    Sf      ° 
i i 1 t                   1 

1000   2000   3000   4000   5000 

Nio1 [ppm] 

16 

14 

O   10 
PL, 

(c) 

.-rü 

ro-tf3^ 

0      1000   2000   3000   4000   5000 

Nio1 [ppm] 

(d) 
0.95 

0.90 
o 

PL, 
<o   0.85 
S3 

o   0.80 
cr 

0.75 

0.70 

 "T      ' '     1 1 i     ' 

• ■ 

- • • - 

■                                   A 
•t, ^s2& 

• 

**/XJ 
«&P .1

,1
,1

,1
. 

-    o      o 

■ ' 
0      1000   2000   3000   4000   5000 

Ni01 [ppm] 

(e) 
3.5 

3.0 - 

2.5 • - 

%   2.0 - 

O   1-5 
P   1.0 

??5SS 

♦ • 
0.5 • 

■    .    i 

• 

i 

0      1000   2000   3000   4000   5000 

Ni01 [ppm] 

(f) 

3.0 

1      i      '      i 

i—i • 
^   „. t;   2.5 - - 
£ QL    ^ C«~ 

O     „ <*&£ *t*-- 
«r 2.0 ♦^2^ 
z ♦   ^ 

♦ \N      « 
1.5 

i n 

• 

■      I      i      I 
• 

i > 
0      1000   2000   3000   4000   5000 

Ni01 [ppm] 

Figure 4-8. Same as Figure 4-6, but for samples from Southwest Iceland and the 

Reykjanes Ridge [Wood et al., 1979; Schilling et ah, 1983; Hemond et ah, 1993]. 
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Figure 4-9. Same as Figure 4-6, but for samples from North Iceland and the 

Kolbeinsey Ridge [Wood et al, 1979; Schilling et al, 1983; Hemond et al, 1993; 

Slater, 1996]. 
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Figure 4-10. Same as Figure 4-6, but for samples from the Southeast Indian Ridge 

[Klein et al, 1991] and the East Pacific Rise 23°N [Bender et al, 1984]. 
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Figure 4-11. The molar FeO and MgO contents of estimated primary melts based 

on the 3500 ppm olivine Ni criterion are plotted with those of experimental mantle 
melts. In addition to mantle melts used in Figure 4-2, data from Kogiso et al. 

[1998] are also plotted. The Fo content of equilibrium olivine is shown as dashed 
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Chapter 5 

Effects of vertical boundaries on infinite Prandtl number thermal 
convection 

Abstract 
The influence of the basal topography of lithosphere on mantle convection is studied using 
a simple hydrodynamic model in which a fluid is heated from below and is bounded by 
rigid side walls. Rayleigh number up to 106 is considered. A series of finite element 
stability analyses are employed to systematically characterize the nature of convective 
instability in such a system. The marginal stability of a bounded fluid is increased not only 
by the rigid boundary condition on side walls, but also by heat conduction across side 
walls. The planform of convection at the marginal state is 3-D, having convective rolls 
aligned perpendicular to side walls. The characteristics of nonlinear convection at 
supercritical Rayleigh numbers are investigated by first calculating 2-D steady-state 
solutions and then applying 2-D and 3-D stability analyses. The 2-D stability analysis 
shows that the presence of side walls significantly reduces the transition Rayleigh number 
for time-dependent convection, and the 3-D stability analysis shows that heat conduction 
through side walls strongly prefers 3-D convective motion, as opposed to the case of 
insulating side walls. The characteristics of 3-D convection are then analyzed through a 3- 
D mean-field approximation. Both 2-D and 3-D mean-field solutions demonstrate that 
conducting side walls reduce the strength of convection, with a negligible influence at 
higher Rayleigh numbers. The principal role of thick lithosphere is thus to modulate the 
planform of small-scale convection in the upper mantle. 

5.1 Introduction 

The thickness of the Earth's lithosphere (used as a cold thermal boundary layer throughout 

this paper) varies significantly on a global scale, especially in association with continental 

lithosphere, as inferred from global seismic tomography [e.g., Montagner and Tanimoto, 

1991; Zhang and Tanimoto, 1993; Su et al., 1994; Ritzwoller and Lavely, 1995] as well as 

regional seismic studies [e.g., Jordan, 1988; Grand, 1994; Gaherty and Jordan, 1995], and 

a change in lithospheric thickness of as large as 200 km is fairly common at continent- 

ocean boundaries. Characterizing sublithospheric convection with such a variable thickness 

of lithosphere is important to understand how near surface structure can interact with 

mantle convection [e.g., Anderson, 1998a]. A strong spatial association between 

continental margins and flood basalts, for example, led Anderson [1994] to suggest that 

lithosphere has a primary control on the dynamics of exceptionally voluminous volcanism, 
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as opposed to a more common explanation based on deep-seated mantle plumes [e.g., 

Richards et al, 1989; White and McKenzie, 1989; Hill et al., 1992]. Compared to mantle 

plumes, however, the importance of a heterogeneous top boundary on mantle convection 

has attracted less attention, and there have been only a limited number of geodynamical 

studies for this problem. 

A few authors have considered the influence of a variable lithospheric thickness 

through a perturbation approach [Busse, 1978; Zhang and Busse, 1997], but this type of 

treatment is limited to a small amplitude of thickness variation with respect to the vertical 

scale of a convective system. Although the Earth's mantle has a depth extent of about 

3000 km, a proper vertical scale for the convective interaction with near surface structure 

may be that of the upper mantle, because the mantle viscosity structure is very likely to be 

layered, the lower mantle being more viscous than the upper mantle [Hager et al, 1985; 

Forte and Mitrovica, 1996; Simons and Hager, 1997], and because an endothermic phase 

transition at the base of the upper mantle may retard material flux [Honda et al, 1993; 

Tackley et al, 1993; Solheim and Peltier, 1994; Tackley, 1995]. 

In this case, the thickness variation of lithosphere, such as expected at continent- 

ocean transitions would exceed the valid range of linear approximations in the perturbation 

analyses. The influence of a sharp spatial variation in boundaries on a convective system is 

a highly nonlinear problem. It has been considered with some specific model geometries, 

such as for convection due to slab cooling [Rabinowicz et al, 1980; Nataf et al, 1981; 

Christensen, 1983], and for convection due to cratonic lithosphere or rifting-generated 

lithospheric necking [e.g., Richter, 1973; Elder, 1976; Mutter et al, 1988; Keen and 

Boutilier, 1995; King and Anderson, 1998]. Because these studies focus on specific 

geological problems, it is difficult to extract the general effects of a heterogeneous top 

boundary. Moreover, an initial-value approach is common in these convection studies 

[Mutter et al, 1988; Keen and Boutilier, 1995; Boutilier and Keen, 1999], so their results 

critically depend on a particular choice of initial conditions. 

The main objective of this paper is to derive scaling laws that will be useful to 

assess how the characteristics of mantle convection can be affected by the structure of the 
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top boundary, based on a boundary-value approach. The essence of the strongly varying 

basal topography of lithosphere on underlying mantle convection can be reduced to the 

influence of bounding vertical boundaries on a convecting fluid. Throughout this paper, 

therefore, a simple hydrodynamic model, in which a fluid is bounded with both horizontal 

and vertical rigid boundaries, will be systematically analyzed with a series of stability 

analyses and be characterized by several scaling laws such as the Rayleigh number-Nusselt 

number relationship. Although this model has no direct analog in the actual mantle 

convection system, we can deduce the influence of side walls on a convection system, by 

comparing these model results with the classical model of an infinite horizontal layer. The 

virtue of our approach therefore lies in its simplicity and comprehensiveness, not in an 

effort to simulate realistic complexity in mantle convection. 

5.1.1 Model Configuration 

The geometry of the model boundaries is two-dimensional. As shown in Figure 5-1, while 

a fluid is bounded laterally in one of the horizontal coordinates (x, hereafter called the in- 

plane coordinate), its extent is infinite in the other horizontal coordinate (y, the out-of plate 

coordinate). This model configuration is motivated by the fact that a stepwise change in 

lithospheric thickness associated with a continent-ocean transition can be reasonably 

approximated as a linear feature for the scale of upper-mantle convection. A fluid is heated 

from below, i.e., the surface and the bottom temperature are fixed at zero and some 

positive temperature, AT, respectively. Convective motions in such systems are not 

necessarily 2-D, and we will investigate both 2-D and 3-D cases. The aspect ratio of the 

model domain, r, is defined as width over depth, and several different aspect ratios will be 

considered. The side wall has both kinematic and thermal effects on convection, through 

its rigid and conducting boundary conditions. Two different thermal boundary conditions, 

i.e., conducting and insulating, will be applied for the side walls to determine their 

contrasting effects. For conducting side walls, a linear thermal profile is used to retain the 

symmetry of the system. The mantle "fluid" is assumed to have an infinite Prandtl number 

and uniform viscosity. We also employ the Boussinesq approximation to the conservation 

equations of mass and momentum. Throughout this paper, we will employ the finite 
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element method to solve viscous momentum equations and thermal advection-diffusion 

equations. Uniform 2-D quadrilateral elements with a non-dimensional size of 0.02 by 0.02 

are used to discretize the model domain. With a temperature difference of 1000 K and 

viscosity of 1020-1021 Pa s, the Rayleigh number for upper mantle convection is on the 

order of 105-106, so we will consider Rayleigh numbers up to 106. 

5.2 Effects of Side Walls on Marginal Stability 

The equations for infinite Prandtl number thermal convection are governed by the Rayleigh 

number. The critical Rayleigh number corresponds to the onset of convection, and it plays 

a fundamental role in various scaling laws, such as the relationship between the Rayleigh 

number and the amplitude of convection [e.g., Chandrasekhar, 1981]. For example, the 

critical Rayleigh number varies with different boundary conditions. A fluid bounded by 

rigid horizontal boundaries, for example, has a higher critical Rayleigh number (-1708) 

than that by free-slip boundaries (-650); a fluid becomes less prone to convect when a 

free-slip condition is replaced with a rigid condition. A similar argument can be made for 

the addition of vertical side walls to a convective system, and some increase in the critical 

Rayleigh number is expected. Since the separation of variables is impossible when a fluid 

is bounded by both rigid horizontal and vertical boundaries, we need to employ the 

variational method to obtain approximate critical Rayleigh numbers [e.g., Davis, 1967; 

Charlson and Sani, 1971; Chen, 1992]. 

5.2.1 Variational Formulation 

The nondimensionalized governing equations for the marginally stable state are: 

Conservation of mass 

V-u = 0 (5.1) 

Conservation of momentum 

-VP + V[/i(Vu + VuT)] - Ra0e^ = 0 (5.2) 

Conservation of energy 

u-V0-V20 = O (5.3) 
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where u is normalized velocity, P is normalized pressure, \i is normalized viscosity, and 9 

is temperature perturbation from a linear conductive thermal profile, normalized by AT. 

The spatial scale is normalized with a system height of d, and the temporal scale is 

normalized with a diffusion time scale of d2/K, where /eis thermal diffusivity. Velocity is 

thus normalized with Kid. The Rayleigh number, Ra, is defined as, 

Ra = MgAra_5 (54) 

where a is thermal expansivity, pr is a reference density, g is gravitational acceleration, 

and /ir is a reference viscosity. For some specific values of Ra, the governing equations 

with the boundary conditions given above allow a non-zero solution, and the critical 

Rayleigh number is the minimum of such a solution family as, 

[ev2edv 
Rac=miA , (5.5) 

"   -\QwdV 
Jv 

0,w 

where w is vertical velocity field corresponding to the given temperature field, 6, with unit 

Rayleigh number. This is the temperature-based variational formulation for the marginally 

stable state [Chandrasekhar, 1981]. The use of a unit velocity field requires that all 

boundary conditions are homogeneous, which is satisfied by our model configuration. 

Using a finite dimensional approximation as, 

n 

1=1 

(5.6) 

the variational statement leads to the following eigenvalue problem, 

Aß = XDß, (5.7) 

where 

D„=jYeye,dv (5.8) 

Ra 
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Both A and D are positive-definite, so all eigenvalues are real and positive. The critical 

Rayleigh number corresponds to the largest eigenvalue, Amax. We choose the temperature 

trial functions, 0„ as, 

0,. =sin(p,7K)cos(i/ry)sin(g(7r2) (5.9) 

for conducting side walls, and 

0, = cos(/7(7K)cos(vry)sin(^7K) (5.10) 

for insulating side walls. p{ and qi are non-negative integers, and y/ is a real number. A 

velocity field corresponding to a temperature trial function is calculated by a finite element 

solver for Stokes flow. Since the matrix D can be calculated analytically, only 2-D 

numerical integration is required to calculate the matrix A. 

5.2.2 Results for 2-D Perturbations 

We use all possible trial functions with t//=0 and pt+q<N, where N denotes the maximum 

mode of the finite dimensional approximation. The variational solution is merely an upper 

bound for the true critical Rayleigh number, so that N must be increased until convergence 

is obtained. Convergence is defined here such that a relative change between solutions for 

N and N+2 does not exceed 0.1%. A monotonic convergence is guaranteed in the 

variational method, and we found that N less than 10 is usually sufficient (e.g., Figure 5-2). 

A comparison with the critical Rayleigh numbers calculated by Veite [1964] for the 

conducting case shows only about 0.5% difference in general, which is consistent with the 

expected accuracy from our finite element discretization. Since we are mainly interested in 

the first-order characteristics of stability curves for relatively small aspect ratios, this level 

of accuracy is sufficient. 

The stability curves for 2-D perturbations are presented in Figure 5-3b as a function 

of aspect ratio, for insulating and conducting side walls. For conducting side walls, critical 

Rayleigh number is 36440, 5050, and 2397 at r=0.5, 1.0, and 2.0, respectively. The case 

with no side walls has a critical Rayleigh number of 1708, so the influence of the side 

walls on marginal stability is almost insignificant for aspect ratios larger than 2. The 

divergent character of the stability curves for small aspect ratios is also evident in the 

stability curve for a layer of fluid with an infinite horizontal extent, if the latter is plotted as 
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a function of a given perturbation wavelength (Figure 5-3a). This indicates that the 

increase in the critical Rayleigh number for a narrower channel simply results from 

wavenumber selection imposed by a small aspect ratio. At a given aspect ratio, the critical 

Rayleigh number for conducting side walls is always larger than that for insulating side 

walls. Because the insulating boundary condition is a natural boundary condition, which is 

automatically satisfied in the variational formulation, the trial function space in the 

variation formulation associated with the insulating case is larger than that with the 

conducting case [Charlson and Sani, 1970]. Therefore, the critical Rayleigh number of the 

conducting case should be always an upper bound for that of the insulating case. The 

inflections in the stability curves, which are more clearly observed for the insulating case, 

correspond to changes in the number of convective rolls and indicate the composite nature 

of the stability curves [e.g., Davis, 1967]. 

5.2.3 Results for 3-D Perturbations 

Because of the infinite horizontal extent in the out-of-plane coordinate, a general 3-D 

perturbation in the model can be decomposed into the sum of single-mode perturbations, 

each of which has a fixed out-of-plane wavenumber. 3-D Stokes flow generated by a 

single-mode perturbation in the temperature field can be calculated efficiently by 2-D finite 

element procedures (see Appendix A), and the variational method used for the above 2-D 

case can be easily extended to single-mode 3-D perturbations. Stability curves as a 

function of out-of-plane wavenumber were calculated for each value of aspect ratio (Figure 

5-4a), and by taking the minimum of each stability curve, the final 3-D stability curve was 

constructed as a function of aspect ratio (Figure 5-4b). 

For the reason stated above regarding the relative size of function space, critical 

Rayleigh numbers for 3-D perturbations are always smaller than those for 2-D 

perturbations. The out-of-plane wavelength at which a stability curve takes the minimum is 

always finite, varying from -1 to ~2 for aspect ratios between 0.25 and 2.0, showing that, 

in the most stable convective pattern, convective rolls are aligned perpendicular to side 

walls. Because of the increased degree of freedom allowed by out-of-plane convection, 

there should be negligible influence of in-plane wavenumber selection imposed by aspect 
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ratio. The calculated stability curves therefore reflect the effect of wall friction along the 

sides of convective rolls. It is interesting, therefore, that the most stable out-of-plane 

wavelength is close to 1 for aspect ratios less than 0.5; a strong influence of wall friction 

seems to prevent otherwise stable cellular convection with a wavelength of ~2. 

Nonetheless, this wall friction has a much weaker influence on critical Rayleigh number 

compared to the mode selection in the in-plane coordinate, as seen from a drastic decrease 

in 3-D critical Rayleigh number at small aspect ratios. 

5.3 Stability of 2-D Steady-State Thermal Convection in a Bounded 
Fluid 

For supercritical Rayleigh numbers, thermal convection becomes highly nonlinear and 

generally time-dependent. One way to characterize such a convective system is to conduct 

fully time-dependent calculations and calculate some statistical measures from them. 

Alternatively, the characteristics of convection past marginal stability may be succinctly 

represented by those of steady-state solutions if they exist. We take the latter approach 

because steady-state solutions can be quickly obtained by the temperature underrelaxation 

method [Christensen, 1984]. A stability analysis is then applied to steady-state solutions, 

because they could be artificially stabilized by the relaxation method. This boundary-value 

approach supplemented with a stability analysis provides a concise summary for the nature 

of supercritical convection, and it can efficiently determine a transition to time-dependent 

convection. Most of our analyses in this section are restricted to a purely 2-D framework. 

A 3-D stability analysis will be conducted at the end to test the validity of this 2-D 

assumption. 

5.3.1 Perturbation Analysis 

With the Boussinesq approximation, the governing equations for the convective system 

with a supercritical Rayleigh number are comprised of (1) the equation of mass 

conservation (equation 5.1), (2) the equation of momentum conservation, which is the 

same as equation 5.2 except that perturbation temperature 6 is replaced with total 

temperature T, and (3) the equation of energy conservation, 

194 



^+u-vr = v2r (5.ii) 

A temporal derivative appears only in the energy equation, so a steady-state solution can 

be obtained by dropping the left-hand side of equation 5.11 ab initio and, with an initial 

guess for a steady-state temperature field, iterating between the Stokes flow equation and 

the modified energy equation until convergence is attained. A purely implicit method is 

used to solve the steady-state energy equation [e.g., Hughes, 1987]. Rapid convergence is 

possible by temperature underrelaxation during iterations [Christensen, 1984]. We start 

with an underrelaxation factor of 0.5, which is gradually increased when convergence is 

not obtained in given iterations. As a criterion for convergence, we use a root-mean-square 

difference of 0.05% in the velocity fields of consecutive iterations. 

Convergence obtained in the underrelaxation method does not necessarily mean 

that a resultant 'steady-state' solution is stable. If a high degree of underrelaxation is 

required for convergence, for example, it is generally the sign of an unstable solution. A 

solution is called stable if it can maintain its structure against any kind of perturbation. The 

stability of a steady-state solution can be tested by integrating the time-dependent energy 

equation (equation 5.11) with an explicit time-stepping method [e.g., Christensen, 1987; 

Hansen and Ebel, 1988], or by a perturbation analysis described below [e.g., Busse, 1967], 

which is more quantitative and complete. 

Denoting steady-state temperature and velocity fields by T0 and u,,, respectively, the 

energy equation for a perturbed state may be expressed to first-order as 

^ = -uo-V0-u-V0o+V26>, (5.12) 
at 

where 0 is a deviation from steady-state temperature, and u is a perturbation velocity field 

generated by 6 (equation 5.2). For a real steady-state solution, any kind of initial 

perturbation temperature must decay to null. Assuming an exponential time-dependence 

for perturbation temperature as 6 ~ exp(or), and using the same finite-dimensional 

approximation as in equation 5.6, the above perturbation equation leads to the following 

eigenvalue problem: 

Aß = oBß, (5.13) 
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where 

A, = J>,v20, - e,(u0 • v)0. - ©,(u • v)0ow 
(5.14) 

Although B is diagonal, A is n on symmetric, so eigenvalues are generally complex 

numbers. The maximum real part of the eigenvalues, which is called a growth exponent, 

determines the stability of the steady-state solution in consideration; a steady-state solution 

must have a negative growth exponent. 

5.3.2 Stability for 2-D Perturbations 

Without any formal analysis, a qualitative understanding of stability may be obtained from 

the structure of a steady-state temperature field (Figure 5-5). Whereas the rigid boundary 

condition on side walls does not strongly alter the temperature field, the influence of the 

conducting boundary condition is significant; the steady-state solution with a Rayleigh 

number of 105 for conducting side walls, for example, seems very unlikely to be stable. As 

in the variational formulation for the critical Rayleigh number, the number of trial 

functions used in the perturbation analysis must be increased until convergence is attained 

for a growth exponent. Because the perturbation equation is not self-adjoint, monotonical 

convergence is not guaranteed. Nevertheless, we found that a finite dimensional 

approximation with N=10-15 is sufficient for convergence in all cases we considered. 

Since the system of steady-state convection is nonlinear, a steady-state solution is 

generally nonunique. In fact, at least three different modes of a steady-state solution, i.e., 

one odd mode and two even modes (Figure 5-6a), are easily found by using an appropriate 

initial guess in the temperature underrelaxation method. The two even modes share the 

same stability curve, due to their symmetrical relation. Though the odd mode and the even 

modes have different growth exponents, the first-order behaviors of these growth 

exponents as a function of the Rayleigh number are quite similar (Figure 5-6b). In the 

following analysis, we chose to use the growth exponent of the odd mode solution. Our 

preference to the odd mode is solely because there is no overall heat loss or gain through 

side walls for the odd-mode solutions. This removes an ambiguity in defining the Nusselt 

number, which is used to characterize the convective system in the next section. 
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Growth exponents as a function of the Rayleigh number are shown in Figure 5-7 

for three different aspect ratios (0.5, 1.0, and 2.0) and for conducting and insulating 

boundary conditions. Also shown is the stability curve for the case of no side wall (i.e., 

reflecting boundary condition at sides) with a unit aspect ratio. Regardless of the type of 

thermal boundary condition on the side wall, the transition to an unstable regime is abrupt. 

This sharp transition makes a good contrast with a much more gradual transition for the 

case of no side wall. The Rayleigh number that marks this transition to time-dependent 

solutions is sometimes called the critical Rayleigh number of the second kind [e.g., Busse, 

1967]. The Rayleigh number of the second kind is larger for insulating side walls, and it is 

bounded by the limiting case of no side wall, which becomes unstable at a Rayleigh 

number of 4xl05 [e.g., Mitrovica andJarvis, 1987]. The influence of side walls on stability 

may be more systematically seen when Rayleigh number is scaled with the system's own 

critical value, especially in the conducting case (Figure 5-7). That conducting side walls 

are more destabilizing than insulating side walls can be understood in terms of thermal 

boundary layer instability. Following Howard [1966], we define the local Rayleigh number 

as, 

«P^AT^ (515) 

Kßr 

where AT, is a temperature difference across a thermal boundary layer with a thickness of 

h. Because the conducting boundary condition leads to a thicker thermal boundary layer 

(e.g., Figure 5-5), the local Rayleigh number is higher for conducting side walls than for 

insulating side walls at a given global Rayleigh number. Thus, the effects of a conducting 

side wall on thermal convection can be summarized by the two kinds of critical Rayleigh 

numbers, i.e., higher critical Rayleigh number and lower transition Rayleigh number, 

compared to an insulating side wall. Conducting side walls reduce the system's convective 

potential and, at the same time, increase the tendency to time-dependent convection. 

5.3.3 Characteristics of 2-D Convection in a Bounded Fluid 

Two kinds of measures are used to characterize the strength of convection. The first one is 

the Nusselt number defined as, 
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Nu = ^, (5,6) 

where q and k are heat flux averaged over a horizontal boundary and thermal conductivity, 

respectively. Nu is nondimensional heat flux scaled by conductive heat flux at a given 

temperature difference. A higher Nusselt number indicates more efficient heat transport 

realized by convection. The second measure is maximum vertical velocity. Our choice of a 

vertical velocity component over horizontal velocity components is its relevance to 

terrestrial magmatism. When a vertical movement of mantle results in decompressional 

melting at shallow depths, vertical velocity becomes a critical parameter to affect the melt 

production rate. For high Rayleigh numbers with which no stable steady-state solution 

exists, we conducted fully time-dependent calculation with an explicit time-stepping 

method. Starting from an artificial steady-state solution obtained by the temperature 

underrelaxation method, the system was integrated for a unit thermal diffusion time, which 

is equivalent to ~103 to 104 time steps for a range of the Rayleigh number we considered. 

Typically, the system reached its stationary state within the first 0.1 diffusion time, and the 

time-averaged values of the Nusselt number and vertical velocity were then calculated for 

these stationary-state solutions. Results are presented in nondimensionalized values, as 

well as dimensionalized ones scaled by relevant parameters appropriate for convection in 

the upper mantle: d=600 km, K=10^ mV, £=3.3 WnT'KT1, and Zir=1300K. 

For Rayleigh numbers from 104 to 106, the average Nusselt number and maximum 

vertical velocity are plotted in Figure 5-8, for both conducting and insulating side walls. 

The case of no side wall is also shown as a reference. As expected from the extra 

constraints on convective motion imposed by side walls, both the Nusselt number and 

vertical velocity are smaller in the bounded cases. The influence of the side walls is 

systematic; the system with a larger aspect ratio almost always showing higher values. 

Heat flux at a rigid boundary is essentially determined by the thickness of a thermal 

boundary layer, so that the very low Nusselt numbers for the conducting case with the 

Rayleigh number less than 105 result from the imposed, fixed temperature condition on the 

vertical boundaries. For the Rayleigh number close to 106, the Nusselt numbers of the 

bounded cases are almost equal to that of the unbounded convection. This weakening of 
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side wall effect on heat transfer at higher Rayleigh numbers has also been detected by 

theoretical and experimental studies on the relationship between Nu and Ra for convection 

bounded by insulating side walls [e.g., Frick and Clever, 1982]. Even for conducting side 

walls, the tendency to thicken thermal boundary layers and thus to lower the Nusselt 

number becomes negligible at higher Rayleigh numbers; a thick thermal boundary layer 

imposed by conductive side walls becomes unstable and is constantly destroyed, so time- 

averaged Nusselt number increases. 

In contrast, vertical velocity is persistently affected by the presence of side walls, 

and there is no significant difference between the different thermal boundary conditions. 

For an aspect ratio of 1.0, for example, about a factor of two reduction in maximum 

vertical velocity can be observed for both kinds of side walls, up to the highest Rayleigh 

number we considered. One might expect that a scaling law for vertical velocity should 

behave similarly as that for heat flux, which is indeed the case for convection in an infinite 

horizontal layer [e.g., McKenzie et dl., 1974]. From this perspective, the observed 

discrepancy in the two scaling laws may be puzzling. This, however, can be understood by 

considerting the kinetic energy budget. For a stationary state, velocity is determined 

mainly by a balance between the potential energy release and the energy dissipation at 

bounding surfaces [e.g., Chandrasekhar, 1981]. Whereas the growth of a thermal boundary 

layer is limited by the local Rayleigh number so that the Nusselt number becomes little 

affected by side walls, the kinematic effect of side walls is persistent. 

One of the features of a stationary-state solution that is not evident in these scaling 

laws is the nature of temporal variability. Figure 5-9 shows examples of stationary state 

solutions for the conducting side walls at two different Rayleigh numbers. For Rayleigh 

numbers slightly exceeding the transition value for time dependency, the temporal 

variation of observables such as the Nusselt number and total kinetic energy is periodic 

with small amplitudes (Figure 5-9a). As clearly seen from a series of snapshots of the 

temperature field, time dependency originates in boundary layer instabilities. Instabilities 

form near side walls, where the thermal boundary layer is thickest, and they grow inward 

into the model domain. As the Rayleigh number increases, this periodic character 
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diminishes, and more random, higher frequency variation dominates with much larger 

amplitudes (Figure 5-9b). It still appears that time dependence is controlled by instabilities 

at thermal boundary layers, but their occurrence is no longer limited to the vicinity of side 

walls. 

A simple relation between the scale of time dependency and the Rayleigh number 

may be derived based on boundary layer theory, following the approach taken by Howard 

[1966]. A thermal boundary layer becomes unstable when its local Rayleigh number 

reaches a threshold, Ra5, 

Ra;=Ra5. (5.17) 

The growth of a thermal boundary layer can be approximated as half-space cooling, so its 

thickness h may be expressed as h ~ 2-Jiä. Corresponding temperature difference across 

the boundary layer is half of the total temperature difference across the entire model depth, 

ATI2. Equations 5.4, 5.15, and 5.17 can then be solved for the period over which boundary 

layer instability repeats. The solution may be expressed as 

t 

d2lK 

Rag 

v4Ray Ra 
\ (5-18) 

where we assumed Ra5 of -500 [Parsons and McKenzie, 1978]. Figure 5-10 shows the 

power spectra of Nusselt numbers in the case of conducting side walls, for a range of 

Rayleigh number. Regardless of the aspect ratio of the bounded region, there is a broad 

agreement between the above, order-of-magnitude prediction and the actual measurements, 

in terms of the highest frequency excited. The effect of side walls is simply to lower the 

transition Rayleigh number for time-dependent behavior, and the periodicity of boundary 

layer instability is simply related to the actual Rayleigh number itself, not to the one scaled 

by the system's own critical Rayleigh number. 

5.3.4 Stability for 3-D Perturbations 

The stability analysis of 2-D steady-state solutions can be easily extended to a full 3-D 

perturbation analysis, in a manner similar to the 3-D marginal stability analysis. For each 

2-D steady-state solution, a growth exponent was first calculated as a function of the out- 

of-plane wavenumber, and its maximum value was then taken to determine the 3-D 
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stability of the given 2-D solution. For the conducting case, the growth exponent is always 

positive from the marginally stable state, and it rapidly increases as the Rayleigh number 

increases (Figure 5-1 la). The stability curve for the insulating case shows very different 

dependence on the Rayleigh number (Figure 5-1 lb). The growth exponent is generally 

much smaller than that of the conducting case, and it becomes negative for a certain range 

of the Rayleigh number. For an aspect ratio of 1.0, the growth exponent is negative for Ra 

of 104I5-104 55, and for an aspect ratio of 0.5, it is negative for Ra>10475 (Figure 5-1 lb). 

The stability curve for an aspect ratio of 2.0 shows a minimum at Ra of 1041, which is 

almost zero, but it never becomes negative. Thus, for insulating side walls with small 

aspect ratios, a 2-D steady-state solution can represent a steady-state convective state in a 

realistic 3-D framework, for a limited range of Rayleigh numbers. This limited stability of 

a 2-D solution was also observed for convective systems with an infinite horizontal extent 

[Busse, 1967; Clever and Busse, 1974]. In most cases, the most unstable wavenumber lies 

between n and 2rc for the Rayleigh numbers we investigated and, except where a growth 

exponent becomes negative, there is an overall increasing trend with increasing Rayleigh 

number. 

Based on a comparison of stability curves for the two different thermal boundary 

conditions on side walls, we see that heat conduction through side walls has a large effect 

on the pattern of convection. In the marginal stability analysis, 3-D perturbations are 

always more destabilizing than 2-D perturbations, regardless of a thermal boundary 

condition, so that the negative growth exponents calculated for 3-D perturbations in 

systems with insulating side walls are somewhat surprising. We note that, even for 

conducting side walls, single-mode 3-D perturbations are not always destabilizing if the 

out-of-plane wavenumber is sufficiently large (>27t), as Figure 5-1 la implies. Negative 

growth exponents for some 2-D steady-state solutions for insulating side walls result from 

their stability even for low out-of-plane wavenumbers. We infer that insulating side walls 

can generate a stable 2-D pattern of convection, because a tendency for 3-D stability 

increases for a narrower channel (Figure 5-1 lb). Conducting side walls are more relevant 

to geophysical applications, however, and our stability analysis demonstrates that 3-D 
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convective motion is fundamentally important for thermal convection bounded by vertical 

side walls. In the next section, therefore, we will investigate the nature of 3-D convection. 

5.4 Characteristics of 3-D Convection in a Bounded Fluid 

Instead of solving a fully 3-D convection problem, we employ a mean-field approximation 

to the out-of-plane coordinate. Only one characteristic wavenumber is considered to 

represent convective cells aligned perpendicular to side walls. The mean-field 

approximation [Malkus, 1954; Herring, 1963] reduces the dimension of the system by one, 

so fewer computational resources are required compared to a fully 3-D case. Though the 

details of a mean-field solution, of course, depend on the prescribed out-of-plane 

wavenumber and are expected to be different from those of a fully 3-D solution, the 3-D 

mean-field approximation is an efficient way to evaluate the effect of the increased degree 

of freedom on domain-wide observables such as the Nusselt number. Care must be taken, 

however, not to overinterpret our results, because it is known that the Nusselt number 

based on a 2-D mean-field solution is systematically higher than that of a fully 2-D 

solution [Quareni et ah, 1985; Quareni and Yuen, 1988]. Olson [1987] ascribed this 

systematic bias to the fact that vertical velocity and temperature in the out-of-plane 

coordinate are perfectly correlated in 2-D mean-field solutions. The effect of this perfect 

correlation should be somewhat reduced in our 3-D mean-field solutions, in which mean- 

field temperature is 2-D and has its own velocity field. In any case, results presented below 

must be regarded as a preliminary attempt to understand 3-D effects, until their validity is 

confirmed by fully 3-D calculations. In all calculations, we use the out-of-plane 

wavenumber of n, which corresponds to cellular convection with a unit aspect ratio. Only a 

conducting boundary condition is considered for side walls. 

5.4.13-D Mean-Field Formulation 

We apply a single-mode approximation with a particular wavenumber, \j/, for the out-of- 

plane coordinate, y, as, 

T(x,y,z) = T(x,z) + 9(x,z)cos(w) (5.19) 

for a temperature field, and 
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u(x,y,z) = (U(x,z) + u(x,z)cos(yry), 

v(x,z)sin(y/y), (5.20) 

W(x,z)+ w(x,z)cos(yy)) 

for a velocity field. The system of thermal convection equations can then be written as: 

Conservation of mass 

(5.21) 

(5.22) 

(5.23) 

dU_   dW 

dx      dz 
du dw    . 
—- -y/v + —- = 0 
ox dz 

Conservation of momentum 

-VP + V[^(VU + VUT)] - RaPe2 = 0 

-VP + V[^(Vu + VuT)] - Ra0ec = 0 

and 

Conservation of energy 

ÖT rTdT „7dT if d0 _ d0~] 92T d2T 
-T- + U-r- + W— + -\ u—-\frv0 + w—-\=-r- + —r 
dt        ax dz    2\   dx dz)    d2x     d2z 

do  TTdo     do    dr    dr   d2o    2Q  d2o 
+ u     +W     +u     +w      =    —W 0 + -^- 

dt        dx        dz       dx        dz     d x a z 

Because mean-field velocity and perturbation velocity are completely decoupled in the 

equations of mass and momentum conservation, they are solved separately by a 2-D 

Stokes-flow solver and a 3-D single-mode Stokes-flow solver, respectively, for given 

temperature fields. A 2-D finite element procedure has been developed to solve the 

equations of energy conservation, and its implementation is presented in Appendix B. 

Using these finite element solvers, a steady-state solution can be obtained with the 

temperature relaxation method in the same manner as for 2-D convection. For all Rayleigh 

numbers from 104 to 106, steady-state solutions are easily obtained with a moderate 

relaxation factor. We do not attempt to investigate their stability, because they are likely to 

be artificially stabilized by the imposed symmetry in the out-of-plane coordinate. 

5.4.2 Results 

By inspecting the above equations, it can be shown that mean-field and out-of-plane 

temperature fields must have the same type of reflecting symmetry with respect to a 

vertical plane. Because the most fundamental mode in out-of-plane temperature is even, 
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even-mode solutions are generally preferred over odd-mode solutions, and odd-mode 

solutions indeed have much weaker velocity fields. Because of its cos(\}/y) dependency, the 

odd-mode out-of-plane temperature field corresponds to convection cells with 

interchanging direction of convection. Such planform of convection is expected to be 

unstable, and indeed we were able to obtain odd-mode solutions only at low Rayleigh 

numbers (~104) by the temperature underrelaxation method. There are two equivalent 

even-mode solutions, i.e., cooling and heating modes (e.g., Figure 5-6), and only cooling- 

mode solutions are presented here, considering its relevance to the cooling effect of 

cratonic lithosphere on upper-mantle convection, which is our primary interest. In general, 

heat flux at the top and bottom boundaries can be different for even-mode solutions, and 

we take a logarithmic average of top and bottom Nusselt numbers. Similarly, a logarithmic 

average of the absolute values of maximum and minimum vertical velocities is calculated 

as a second measure of convective strength. This averaging eliminates the dependence of 

the following results on our choice of cooling-mode solutions. 

Examples of temperature fields are shown in Figure 5-12, and their 3-D rendition is 

shown in Figure 5-13 with velocity fields. At Ra of 104, reflecting symmetry with respect 

to a horizontal plane is nearly maintained, so the difference between cooling and heating 

modes is small. Convective motion is almost entirely driven by out-of-plane temperature at 

this low Rayleigh number. As Ra increases, the degeneration of the two even-mode 

solutions disappears, and complex interactions between mean-field and out-of-plane 

temperature are observed. Higher Ra leads to a thinner thermal boundary layer, and 

because of the conducting boundary condition, a thermal boundary layer is also developed 

along side walls. This confinement of buoyancy to the vicinity of the model boundaries 

generates center upwelling in mean-field velocity. 

The average Nusselt number and average maximum vertical velocity of these 

steady-state solutions are summarized in Figure 5-14. For comparison, values for the case 

of no side wall, obtained by 2-D mean-field and fully 2-D calculations are also shown. As 

already noted, 2-D mean-field solutions consistently overestimate the Nusselt number 

(Figure 5-14a), and this may explain why some of the 3-D mean-field estimates for a 
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bounded fluid exceed the values of the unbounded case. Thus, an accurate estimate of the 

side wall effect on heat flux is difficult to obtain. Based on a gross similarity among 

different aspect ratios, however, we can infer that the side wall effect on heat transfer is 

negligible for Ra larger than 105; the Rayleigh number that marks this transition is about an 

order of magnitude lower than that for 2-D convection (Figure 5-8a). Maximum vertical 

velocities in 3-D mean-field solutions (Figure 5-14b) are approximately 50% higher than 

those in 2-D solutions (Figure 5-8b), regardless of aspect ratio. Maximum velocity in the 

case of an aspect ratio of 2 slightly exceeds that of the limiting case for Ra larger than 

2xl04, and this may be again due to the mean-field approximation. We may argue, 

however, that the influence of the mean-field approximation does not significantly degrade 

the estimate of velocity. Because a fluid is not bounded in the out-of-plane coordinate, the 

observed 50% increase in velocity compared to the purely 2-D case is what we may expect 

as a result of increasing the system's dimension from 2 to 3, based on a balance between 

potential energy release and energy dissipation along rigid boundaries. 

The proportion of mean-field kinetic energy to total kinetic energy (Figure 5-14c) 

shows a systematic influence of aspect ratio. This proportion is a good measure of the two 

dimensionality of a 3-D mean-field flow field. At Ra of 106 and with a unit aspect ratio, for 

example, mean-field convection involves more than 50% of total kinetic energy, and the 

total temperature field shows that a sheet-like upwelling at the model center dominates the 

convective system (Figure 5-13). Because only one out-of-plane mode is treated in our 3-D 

mean-field calculation, this does not necessarily mean that a sheet-like upwelling is 

preferred to a cylindrical plume. A cylindrical plume involves a wide range of 

wavelengths, so it cannot be represented by our single-mode approximation. Nevertheless, 

a sheet-like feature might be a plausible upwelling style in a fully 3-D solution, because its 

driving force originates in sheet-like downwellings along 2-D conducting side walls. 

5.5 Discussion 

Our idealized model configuration is a reflection of the difficulty in understanding the role 

of variable lithospheric thickness on mantle convection. Given the nonlinear nature of this 
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convection problem, it is unwarranted to generalize results based on some specific 

variation in lithospheric thickness. We therefore chose an extreme case that maximizes the 

influence of side walls. In the Earth, continental lithosphere does not extend to the base of 

the upper mantle, and the variation in thickness is more diffuse, so that our study can be 

taken as a limiting case. A more serious limitation is the use of constant viscosity. The 

rheology of the upper mantle is clearly temperature-dependent and non-Newtonian, and 

pressure-dependence also plays an important role [e.g., Karato and Wu, 1993]. We believe, 

however, that this study is a necessary step toward a comprehensive understanding of 

small-scale mantle convection. A wide variety of lithospheric structure along continental 

margins is expected on the Earth, and site-specific modeling with realistic rheology is of 

course important. Considering our limited understanding of mantle rheology and of initial 

and boundary conditions, however, a systematic study with more simplified models must 

be also employed. The latter has been lacking from recent studies of small-scale 

convection. 

For a conducting side wall, we used a linear thermal profile, because it is the 

simplest choice and retains reflecting symmetry, which facilitates the calculation of steady- 

state solutions and stability analyses. It is obvious from the variational formulation that 

heat conduction at side walls always results in a higher critical Rayleigh number compared 

to insulation, regardless of the shape of an imposed temperature profile. In a strongly 

convecting regime, however, the influence of conducting side walls may be significantly 

modified by specifying different temperature. Rabinowicz et dl. [1980] and Nataf et al. 

[1981], for example, investigated the effect of a uniformly cold side wall, and found that 

lateral cooling led to the generation of convection cells with a wide aspect ratio. Their 

studies were designed to model cooling by a subducting slab, and efficient heat transfer at 

a side wall can result in additional negative buoyancy to overcome side wall resistance. In 

this regard, our linear temperature profile minimizes the cooling effect of a geological side 

wall. Our primary interest, however, is to study the effect of thick, cratonic lithosphere on 

mantle convection, not the effect of slab cooling. Because of low continental heat flow and 

high concentration of radiogenic elements in continental crust and possibly in the 
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lithosphere, the estimated thermal structure of cratonic lithosphere suggests only a 

moderate cooling effect of conducting, cratonic sidewalls adjacent to asthenospheric 

mantle [Jordan, 1988; Rudnick et al., 1998]. The linear thermal profile used in this study, 

therefore, does not severely limit the application of our results to small-scale mantle 

convection associated with cratonic lithosphere. 

The effect of cratonic lithosphere on mantle convection has been recently studied 

by King and Anderson [1995; 1998], with the focus on the relative importance of small- 

scale, edge-driven convection to large-scale background convection. Most of their 

calculations are limited to instantaneous Stokes flow generated by a few types of 

prescribed temperature fields. Their conclusions thus strongly depend on the nature of the 

background temperature field. For example, a strong upwelling from the base of cratonic 

lithosphere toward thin lithosphere, as observed in their model, is a variant of classical 

Rayleigh-Benard convection deformed by the top rigid boundary. Their temperature field 

is designed to place a wide convection cell beneath a continent-ocean boundary, and the 

coincidence of upwelling and a continent-ocean boundary should not be taken as the effect 

of cratonic lithosphere. Several time-dependent calculations in King and Anderson [1998] 

show that calculated Stokes flow does not sustain the initial temperature field. The 

influence of large-scale background flow is unarguably important for the study of small- 

scale convection, and a more self-consistent approach to generate preexisting large-scale 

flow is necessary to draw some general conclusion. Though a conducting side wall does 

not enhance the strength of convection, it certainly acts to modulate the pattern of 

convection, preferring convective rolls aligned perpendicular to the side wall. This may be 

relevant to some previous speculations about the effect of cratonic keels on mantle 

convection, based on the spatial association of between cratons and continental flood basalt 

provinces [Anderson, 1994] and between continental margins and hotspots [Vogt, 1991; 

Anderson, 1998b]. 

The present study is limited to a boundary-value approach, which is appropriate to 

study the stationary-state of convection. In order to investigate transient mantle dynamics, 

an initial-value approach must be adopted as done in the studies of rifting-related 
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convection [Mutter et al., 1988; Keen and Boutilier, 1995; Boutilier and Keen, 1999]. 

Juxtaposing a hot mantle to a cold side wall is gravitationally unstable, and it always 

results in convection because of finite viscosity. The strength of convection is highly 

sensitive to an initial lateral thermal gradient across the side wall, so it is essential to assess 

how sharp this gradient can be. This initial-value problem potentially contains a wealth of 

dynamic behaviors, so a systematic study regarding the formation of the initial thermal 

structure seems to have the first priority. Otherwise, modeling results starting with ad hoc 

initial conditions are probably of limited use. Compositional heterogeneity, both in vertical 

and horizontal dimensions, and corresponding rheological structure must have significant 

influence on the deformation of continental lithosphere during rifting and resultant basal 

topography, so further work on this issue is warranted. 

5.6 Summary 

To understand the effect of lithospheric thickness variation on mantle convection, we have 

investigated a simple convection system in which a fluid is bounded by rigid side walls. 

Both conducting and insulating boundary conditions on side walls are considered to isolate 

kinematic and thermal effects. 2-D and 3-D marginal stability analyses show that heat 

conduction at side walls always reduces convective instability and generally favors 

convective rolls aligned perpendicular to side walls. For supercritical Rayleigh numbers, 

the strength of thermal convection is characterized by surface heat flux and maximum 

vertical velocity. The presence of side walls becomes negligible for heat flux at higher 

Rayleigh number, due to the instability of thermal boundary layers, but its influence on 

velocity is shown to be persistent. The nature of convective stability is assessed by 2-D and 

3-D stability analyses of 2-D steady-state solutions. In a purely 2-D framework, side walls 

enhance a tendency toward time-dependent convection. The periodicity in a stationary state 

is related to the development of boundary layer instability, and it follows a simple scaling 

with the Rayleigh number. The 3-D stability analysis reveals the contrasting effects of the 

side wall thermal boundary conditions on the planform of convection; conducting side 

walls strongly prefer 3-D convective motion. The characteristics of 3-D convection 
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bounded by conducting side walls are thus studied through a 3-D mean-field 

approximation, and results indicate that side wall effects are reduced in 3-D convection, for 

both heat transfer and vertical velocity, compared to the 2-D results. As the Rayleigh 

number increases, a 3-D flow field gradually strengthens its 2-D component, and in the 

case of a side wall cooling mode, a sheet-like upwelling dominates the convective pattern. 

Thick, cratonic lithosphere may thus have a modulating effect on the planform of small- 

scale convection in the upper mantle. 

Appendix 5.A: Finite Element Formulation for 3-D Single-Mode Stokes 
Flow 

Following the notation adopted by Hughes [1987], the Galerkin formulation of the 

equations of Stokes flow (equations 5.1 and 5.2) may be expressed as, 

Kd-F, (5A.1) 

where K, d, and F are a stiffness matrix, a velocity vector, and a force vector, respectively. 

The stiffness matrix and the force vector are constructed by summing all elemental 

contributions as, 

K=Ä(*e)> F = Äcf), (5A-2) 
e=\ e=\ 

where A denotes the finite element assembly operator, and ¥ and / are the stiffness 

matrix and force vector of the e-th element. Since the degree of freedom is three, kf has 

dimensions 3nenx3nen, where ne„ is the number of element nodes. Using the following 

subscripts, 

p = 3(a-l) + i,   q = 3(b-l) + j, 
(5A.3) 

l<a,b<nen,   l</,;<3, 

element stiffness matrices may be further decomposed as, 

*^=Ä«v.   Kb=kab+knb, (5A.4) 

where the penalty formulation is assumed in the second expression. Now introducing a 3-D 

flow field with a single wavenumber of y/in the out-of-plane coordinate as, 

u(x,z,y) = (u1(x,z)cos(\i^),u2(x,z)cos(y^),u3(x,z)sm(y^)), (5A.5) 

the explicit form of element stiffness matrices can be obtained as, 
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kab,n = Jn# lK2NaANbtl + y/2NaNb + Nai2NbJdQ, 

kab.n = f , fJNa 2Nb xdQ.,    k„bj3 - - \   pyNaNb ,<2Q, 

kab,2i = jQ, H(NBt2NbA + Nn]Nb2)dQ, 

Ü22 = jQt l42NaaNba + y2NaNb + Na,Nb,)dQ, 

kabai = -jQ,ßVNaNb2d&, 

kab,3i = -J c ß\ffNaiNbdQ,   kab,32 = - f t ß\f/Na2NbdQ, 

LM3 = J   ß(2y2NaNb + Na2Nba + NaANb,)dQ, 

(5A.6) 

and 

fca6.ii = J ,ANaANbAdQ, kab,n = J fANa2NbldQ, 

lows = f eAi//NalNbdQ, k„b,2i = f   ANa2NbldQ, 

fc0&,22 = f rANa2Nb2dQ, kab,23 = \   Ay/Na2NbdQ, (5A.7) 

kab,3\ = j t Äy/NaNbldQ, k„b,n = J t Äy/NaNb2dQ, 

kah,33 = f   Ay/2NaNbdQ, 
JQ,' 

where N„ is an element shape function, and Q,e is the domain of the e-th element. Element 

force vectors are calculated as, 

n=L N^dQ+L N^dr - 2*«*;. (5A-8> 
where /■ is an element body force vector, (O,Ra0,O), /z, is a traction boundary condition 

specified at iy, and gq
e is a velocity boundary condition. 

Appendix 5.B: Finite Element Formulation for 3-D Mean-Field Energy 

Equation 

Treating mean-field temperature, T, and perturbation temperature, 8, collectively as a two- 

dimensional vector field, d, the Galerkin formulation of 3-D mean-field energy 

conservation (equation 5.23) may be expressed as, 

Md + Kd + F = 0, (5B.1) 
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where M, K, and F is the capacity matrix, the stiffness matrix, and the force vector. As in 

Appendix A, they are constructed by element matrices and vectors. Element capacity 

matrices, m\ have dimensions 2ne„x2nen, and they may be expressed as, 

where 

<n - Ja. W + PW><to.   "422 = jQt NaNbd£l, (5B.3) 

with zero off-diagonal components, p is the stream-line Petrov-Galerkin shape function 

defined as [Brooks and Hughes, 1982], 

P = K&d(UNaA+WNaa) (5B.4) 

where Kaä is artificial diffusion determined by the mean-field velocity field. Similarly, 

element stiffness matrices may be expressed using nodal submatrices as, 

*;=e,T*n>,, (5B.5) 

and 

Kb,n = k KK + p)(UNb, + WNba) + Na,Nba + Na,2Nbi2]dQ, 

Kb,n = \ L N.(uN„ + wNba - yA>Nb)dQ, 
2Jfi (5B.6) 

Kw=jQ,Na(uNb,+wNb,2)dQ, 

Kb,22 = Ja. m + PMNbA + WNba) + N„,Nbtl + NaaNba + y2NaNb]d£l. 

Note that we only have to apply the Petrov-Galerkin method to the mean-field temperature, 

because single-mode out-of-plane velocity does not cause artificial oscillations in thermal 

advection. Element force vectors are calculated from temperature boundary conditions, gq
e, 

and heat flux boundary conditions, h(, as, 

r^l^-l^MT. (5B.7) 
yen* 
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(a) suture/rifting axis 

continental lithosphere 

rigid top, T=0 

rigid side wall, 
conducting or 
insulating 

v: 
rigid bottom, T=l 

Figure 5-1. (a) Schematic drawing for sublithospheric convection beneath 

continental lithosphere with a variable thickness. A large variation in thickness 
with a relatively short wavelength may be expected beneath a suture zone, where 

asthenospheric mantle is bounded by adjacent thick cratonic lithosphere. (b) An 
idealized hydrodynamic model considered in this study, to investigate the nature of 
sublithospheric convection within a domain enclosed by a box in (a). 
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Figure 5-2. Example of convergence in the variational method, (a) Approximate 

critical Rayleigh numbers for 2-D perturbations with conducting side walls are 

shown for different numbers of modes, (b) Percentage differences from critical 
Rayleigh numbers calculated with N=14 are shown for iV=2-10 as a function of 
aspect ratio. Note that the differences are reduced by about an order of 

magnitude as the number of modes is increased by 2. Solutions obtained with 

AT=10 have a less than 0.01% difference for aspect ratios smaller than 3. 
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1 2 3 

Aspect Ratio 

Figure 5-3. Critical Rayleigh numbers for 2-D perturbations, (a) Rac for the classical 
case with an infinite horizontal extent is plotted as a function of wavelength (solid 
lines) [Chandrasekhar, 1981]. Overlaid symbols are solutions obtained by our 
variational method, (b) Rac for a fluid heated from below and bounded by 2-D rigid 
side walls is plotted as a function of model aspect ratio. Open diamonds denote 

variational solutions for insulating side walls, and solid squares for conducting side 

walls. 
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Figure 5-4. Critical Rayleigh number for 3-D perturbations, (a) Rac as a function of 
out-of-plane wavelength, 27ify/, is plotted for insulating (dashed) and conducting 

(solid) cases, at aspect ratios of 0.25-2.0. (b) Rac is plotted as a function of aspect 
ratio. Thick solid and dashed lines are 3-D Rac for conducting and insulating cases, 
respectively. Also shown as thin curves are 2-D Rac. Gray horizontal line denotes 
Rac for the system with an infinite horizontal extent (1708). 
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(a) no sidewall (b) insulating sidewall     (c) conducting sidwall 
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Figure 5-5. Temperature contour plots for examples of 2-D steady-state 

convection, for (a) no side wall case, (b) insulating side wall case, and (c) 
conducting side wall case, at Ra=104 (top panel), Ra=4xl04 (middle panel), and 

Ra=105 (bottom). Contour interval is 0.1. 
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(a) Three possible modes of steady-state solution: Ra=5xl04 

(i) odd mode (ii) even mode (cooling)        (iii) even mode (heating) 

BPi;"M' r-i-jßlffl fflaPiVv   • mm* Mmm 
\ v*"'-'v/. 7 / x\$e&v/'s 
\\     i*■ * / / 

(b) 2-D Stability of steady-state solutions: conducting wall (r=1.0) 

100 

80 - 

to 

o 
5 

^> odd mode 
-" even mode 

Ra 

Figure 5-6. nonuniqueness of steady-state solutions, (a) Temperature contour plots 

for examples of steady-state solutions for conducting side walls with an aspect ratio 
of 1, obtained at Ra=5xl05. (b) Growth exponents for the above steady-state 

solutions are plotted as a function of Ra. Open circles and solid squares denote the 
stability curve of the odd-mode and even-mode solutions, respectively. 
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Figure 5-7. 2-D stability of 2-D steady-state convection. Growth exponents are 
shown for three aspect ratios (circle: r=0.5, diamond: r=l, and triangle: r=2) as a 

function of Ra, for (a) conducting side walls and (b) insulating side walls. Dashed 
curve denotes the stability curve for the limiting case with no side wall. Stability 
curves scaled with the system's own critical Rayleigh numbers are shown in (c) 
and (d). 
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(a) conducting sidewall (b) insulating sidewall 
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Figure 5-8. Characteristics of 2-D stationary-state convection, in terms of 
Nusselt number (top panel) and maximum vertical velocity (bottom panel) are 
plotted for (a) conducting and (b) insulating cases. Open symbols denote 
measurements from steady-state solutions, and solid symbols from time- 
dependent solutions. Three aspect ratios (r=0.5,l, and 2) are considered. 
Dashed curve denotes the limiting case with no side wall. The statistics of 
time-dependent solutions are also used for the limiting case with Ra>4xl05, 
where no steady-state solution exists (Figure 5-7). 
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Figure 5-10. Spectral characterization of time-dependent convection, in terms of 
surface Nusselt number. The power spectrum of temporal variations in surface 
Nusselt numbers is plotted for a range of Rayleigh numbers. Solid lines denote the 
case of r=0.5, and gray lines denote the case of r=l. Theoretical estimate based on 
boundary layer theory is also shown. 
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(a) conducting sidewall (b) insulating sidewall 

60 - i 

lO4^ 

I,I, i     . 

40 - /104-25 

103.8        ^ 

i     '     i     ' 

/104 

1       ' 

20 - 

0 - •     i     ' 

E 102 

/lO3-5 

20- -^v ~~^:===;^ 

0- 

1Q3.7 
1Q3.95 ^^\X 

20- 
104-2^\^ 

i     |     i     i     i     |     i     |     i 

1.0 1.2 1.4 1.6        1.8        2.0 

\J//7I 

150 

100 

S    50 

-50 

 L_J 1 1 1 1 1 1 [ 1 t I  

*-^r=0.5 

\^^s^\ 
r=l    ^^ 

104 

Ra Ra 
105 

Figure 5-11. 3-D stability of 2-D steady-state convection, for (a) conducting 
side walls and (b) insulating side walls. In top panels, growth exponent in the 
case of a unit aspect ratio is plotted as a function of out-of-plane wavenumber, 
at several Rayleigh numbers. Maximum growth exponent and corresponding 
out-of-plane wavenumber are shown in middle and bottom panels, 
respectively, for three aspect ratios. 
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Ra-10' 

Figure 5-13. Perspective rendition of 3-D mean-field convection for Ra=104, 
105, and 106 The domain of 0<x<0.5, 0<y<1.0, and 0<z<1.0 is shown, in its front 

view (left) and back view (right). Temperature contours are at a 0.1 interval. 

Velocity arrows are also shown, and their scale is normalized to the maximum 
value at each Ra. 
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Figure 5-14. Characteristics of 3-D mean-field convection bounded by conducting side 
walls. The out-of-plane wavenumber is n. (a) Average Nusselt number and (b) average 

maximum velocity are plotted with open symbols for three aspect ratios (circle: r=0.5, 
diamond: r=l, and triangle: r=2). Dashed curve denotes the classical case with no side 
wall, and dotted curve denotes its 2-D mean-field approximation, (c) The proportion of 
mean-field kinetic energy is plotted as a function of Rayleigh number. 
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Chapter 6 

The strength of sublithospheric mantle convection and its bearing on 
continental breakup magmatism 

Abstract 
An assumption of isothermal and static asthenosphere as the normal state of 
sublithospheric mantle, as commonly employed in studies of terrestrial magmatism, may 
be physically implausible for a system cooled from above. The growth of an unstable 
thermal boundary layer at the base of the lithosphere can lead to small-scale convection, so 
asthenosphere is expected to be usually convecting. A first-order estimate based on the 
energetics of convection suggests that mantle upwelling rate associated with such small- 
scale convection may exceed 10 cm/yr for asthenospheric viscosity of 1018-1019Pa s. To 
quantify the strength of small-scale convection with temperature-dependent viscosity, a 
simple transient cooling problem is considered through finite element modeling. Our 
primary interest is in the role of sublithospheric convection in anomalous magmatism 
associated with rifting of the supercontinent Pangea, and continental lithosphere with 
variable thickness is incorporated in our convection model to identify the effect of cratonic 
lithosphere on small-scale convection. Using asthenospheric viscosity of 1018-1019Pas, 
transition zone viscosity of 1020-1021 Pa s, and an activation energy of 200-400 kJ/mol, we 
find that the maximum vertical velocity is on the order of 1-10 cm/yr. A wide variety of 
temporal evolution and the planform of convection is also observed, including the 
formation of large-scale mantle flow due to the differential surface cooling imposed by the 
thickness variation of lithosphere. The potential importance of such sublithospheric 
convection in magmatism during continental rifting is discussed. 

6.1 Introduction 

Continental rifting during the dispersal of the supercontinent Pangea was often 

accompanied by massive magmatism as evidenced by the frequent occurrence of flood 

basalts and thick igneous crust emplaced along a number of rifted margins [White and 

McKenzie, 1989; Holbrook and Kelemen, 1993; Coffin and Eldholm, 1994]. The thickness 

of igneous crust formed at such volcanic rifted margins is typically 20-30 km [LÄSE Study 

Group, 1986; White et al., 1987; Mutter and Zehnder, 1988; Trehu et al., 1989; Zehnder et 

al., 1990; Holbrook et al, 1994a; Holbrook et al, 1994b; Holbrook et al, 1999]. Because 

normal oceanic crust, which most likely results from decompression melting of passively 

upwelling mantle with normal potential temperature (~1300°C) [Klein and Langmuir, 

1987; McKenzie and Bickle, 1988; Kinzler and Grove, 1992], is only 6-7 km thick [e.g., 
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White et al, 1992], the voluminous magmatism implied by several times thicker igneous 

crust formed during rifting has been commonly attributed to the upwelling of unusually hot 

mantle originating in a large plume head [Richards et al, 1989; White and McKenzie, 

1989; Campbell and Griffiths, 1990; Hill et al, 1992; White and McKenzie, 1995]. On the 

other hand, continents seem to rift at preexisting weak zones such as cratonic edges 

[Wilson, 1966; Anderson, 1994]. Mutter et al. [1988] proposed that a sharp lateral thermal 

gradient produced by lithospheric necking can result in vigorous, small-scale mantle 

convection, which may account for the observed voluminous rifting magmatism. As Keen 

and Boutilier [1995] showed, however, such sharp necking is very unlikely in the 

deformation of ductile mantle. Intense lithospheric necking is fundamental for this type of 

mechanism, as is assumed a priori even in the most recent modeling effort presented by 

Boutilier and Keen [1999]. 

Both types of explanations, i.e., plume models and necking models, assume that the 

'normal' state of asthenospheric mantle is isothermal and thus static. Anything that cannot 

be explained by the passive upwelling of mantle with normal potential temperature, 

therefore, seems to require some special mechanism. Even if asthenospheric mantle was 

indeed isothermal at some time, however, cooling from above results in the growth of a 

thermal boundary layer, which may eventually become unstable and lead to 

sublithospheric, small-scale convection [Foster, 1965; Howard, 1966; Parsons and 

McKenzie, 1978; Fleitout and Yuen, 1984; Yuen and Fleitout, 1984; Jaupart and Parsons, 

1985; Buck and Parmentier, 1986; Sparks et al, 1993; Davaille and Jaupart, 1994], after 

which the resultant thermal structure is no longer isothermal. Static and isothermal 

asthenosphere, therefore, seems to be a rather extreme case, despite the fact that it is 

commonly assumed to be normal in studies of terrestrial magmatism. If asthenospheric 

mantle is usually convecting, how does this affect inferences regarding mantle dynamics 

based on the products of melting? The importance of small-scale convection may be 

significant, particularly for magmatism during continental rifting. Unlike mid-ocean ridge 

magmatism, which may be adequately modeled with steady-state, passive mantle 

upwelling driven by large-scale plate motion [e.g., McKenzie and Bickle, 1988], 
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continental rifting is essentially a transient process, in which an initially null surface 

divergence evolves into finite-rate spreading. The dynamic aspect of preexisting 

sublithospheric convection may be important in calculating the amount of melt generated 

during rifting, because, when the convective upwelling rate exceeds the surface divergence 

rate, this can produce "excess" magmatism due to rapid mantle fluxing through the melting 

zone. 

A first-order estimate of the strength of such small-scale convection may be 

obtained by considering its energetics. The conservation of momentum implies that the 

temporal variation in the kinetic energy of a thermally convective system confined in a 

volume V with bounding surfaces S is determined by the balance between the rate of 

potential energy release and the rate of viscous dissipation as [e.g., Golitsyn, 1979; 

Chandrasekhar, 1981], 

where p0 is a fluid density at some reference temperature, w, is a velocity vector, a is 

thermal expansivity, g is gravitational acceleration, w is the vertical component of velocity, 

0 is a deviation from the reference temperature, and TiS is a stress tensor. The Boussinesq 

approximation has already been applied. The last two terms of the right-hand side of the 

above equation represent the boundary dissipation and the volume dissipation, 

respectively. For small-scale convection, the contribution of the volume dissipation is 

usually negligible compared to other terms, so the energetics of steady-state convection are 

determined mostly by the balance between the first two terms on the right-hand side of 

equation 6.1. The rate of potential energy release can be estimated by the boundary layer 

theory [e.g., Turcotte and Schubert, 1982]. In a system cooled from above, a thermal 

boundary layer forms only at the top boundary, so the rate of potential energy release may 

be approximated as, 

<S>p~apogUDMqö, (6.2) 

where U is the velocity scale of convection, D is the depth extent of convection, and Mq is 

the temperature difference across the thermal boundary layer with thickness of 8. 
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Assuming 2-D cellular convection with a unit aspect ratio, the growth of the thermal 

boundary layer may be expressed as, 

8 «,—, (6.3) 
V U 

where K is the thermal diffusivity. The temperature difference is then related to the surface 

heat flux, q, as, 

where k is the thermal conductivity. For a fluid with constant viscosity of \i, the boundary 

dissipation may be approximated as, 

$v=8^[/2. (6.5) 

Thus, using <&p ~ <I>v, equations 6.2-6.5 can be solved for the velocity scale as a function 

of surface heat flux, 

u-m^jL. (6.6) 

Note that this analysis is valid only if the system evolves sufficiently slowly because a 

system cooled from above (and not heated from below) does not have a steady state 

without an internal heat source. 

With strongly temperature-dependent viscosity, which characterizes the rheology of 

the Earth's mantle, stagnant lid convection prevails in a system cooled from above 

[Booker, 1976; Nataf and Richter, 1982; White, 1988; Ogawa et ai, 1991; Davaille and 

Jaupart, 1993]. Because most of the temperature variation occurs in the stagnant lid, the 

energetics of small-scale convection beneath the lid can be approximated by that of 

isoviscous convection [e.g., Solomatov, 1995]. The thickness of the stagnant lid controls 

heat flux at the top of the convecting domain. Thicker lithosphere can transfer less heat, so 

the strength of sublithospheric convection is reduced with increasing lid thickness 

(equation 6.6). The generation of negative buoyancy for small-scale convection is also 

constrained by temperature-dependent viscosity. The thickness of the cold thermal 

boundary layer that can participate in convection is limited by a viscosity ratio 
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corresponding to the temperature drop across the unstable boundary layer, and the 

viscosity ratio is about 3 for marginally stable convection and can be as high as 10 for fully 

developed convection [Davaille and Jaupart, 1993]. The temperature dependency of 

mantle rheology can be modeled by the following Arrhenius law [e.g., Weertman, 1970], 

( E       E^ 
ß(T) = n0 exp 

RT    RToJ 

(6.7) 

where E is activation energy, R is the universal gas constant, and \i0 is reference viscosity 

at temperature T0, for which we use the interior temperature of the convecting domain. 

Denoting p = log(/imax/^(0), where ßmm is the highest viscosity in the unstable boundary 

layer, the maximum temperature drop allowed in the boundary layer may be expressed as, 

A7>-Ä. (6.8) 
p E 

K    J 

The velocity scale derived for isoviscous convection (equation 6.6) can be applied to 

convection with temperature-dependent viscosity, if ATg < \ATp\. 

Using  values  appropriate  for the  shallow  upper mantle,  i.e.,  Of=3xl0"5, 

A=3.3xl03 kgm-3,   K^KT
6
 mV1, £=3.3 WnT'KT1,  and g=9.8 ms"2, the velocity scale 

expected for small-scale convection with a depth extent of 300 km is calculated as a 

function of asthenospheric viscosity, for several values of surface heat flux (Figure 6-la). 

With the above thermal conductivity and a temperature difference of 1300K across the 

rigid lithosphere, heat fluxes of 40-10 mWm"2 approximately correspond to lithospheric 

thicknesses of 100-400 km, respectively. The viscosity of the asthenosphere is probably in 

a range of 1018-1019 Pa s, based on laboratory studies [Karato and Wu, 1993; Hirth and 

Kohlstedt, 1996] and geophysical observations [Pasay, 1981; Weins and Stein, 1985; 

Hager and Clayton, 1989]. Though the depth extent of this weak asthenosphere is not well 

known, the mantle transition zone (400-670 km) seems to have a higher viscosity, of 1020- 

1021 Pa s, and a further increase in viscosity is also indicated for the lower mantle [Hager 

et ah, 1985; Hager and Clayton, 1989; Forte and Mitrovica, 1996; Simons and Hager, 

1997]. The depth extent of convection adopted here (300 km) was chosen in consideration 

of this likely viscosity layering. For the expected range of asthenospheric viscosity, 
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therefore, small-scale convection beneath 100-km-thick lithosphere may have a velocity 

scale exceeding 10 cm/yr, which is an order-of-magnitude higher than a typical rifting rate 

(~1 cm/yr). Corresponding temperature variations in the unstable boundary layer are 

compared with the maximum temperature drop allowed in temperature-dependent mantle 

rheology (Figure 6-lb). Estimates of activation energy for ductile deformation of mantle 

peridotite vary from 240 kJ/mol to 540 kJ/mol, depending on creep mechanism and the 

water content in the mantle [Karato and Wu, 1993]. Though dislocation creep has a higher 

activation energy (-500 kJ/mol) than diffusion creep, its large stress exponent (3.0-3.5) can 

cause a -50% reduction in the effective activation energy [e.g., Christensen, 1984]. Indeed, 

a recent geophysical study of seamount loading suggests activation energy less than 

200 kJ/mol for oceanic upper mantle [Watts and Zhong, 1999]. For such low activation 

energy, the effect of temperature-dependent viscosity on small-scale asthenospheric 

convection seems to be small (Figure 6-lb). 

The estimated velocity scale for small-scale convection in the asthenosphere is 

comparable to or larger than that for typical plate motion. Thus, small-scale convection 

cannot be regarded as a small perturbation to large-scale plate-driven flow, and fully 3-D 

convection must be considered to investigate the nature of small-scale convection beneath 

a rapidly moving plate such as the Pacific plate. Our current interest, however, lies in the 

strength of small-scale convection expected beneath the supercontinent Pangea. The rifting 

axes for the Pangea breakup were located far from subduction zones, so the influence of 

plate-driven flow is expected to have been minimal for subcontinental mantle. On the other 

hand, continental lithosphere has a variable thickness, and cratonic lithosphere may be as 

thick as 300 km [Jordan, 1988; Gaherty and Jordan, 1995]. Because the presence of 

cratonic lithosphere can reduce convective vigor (e.g., Chapter 5), lateral heterogeneity in 

lithospheric structure, expected for the amalgamated continental masses, has to be 

incorporated to properly evaluate the velocity field of small-scale convection. The purpose 

of this paper is, therefore, to explore the possibility of small-scale convection beneath the 

supercontinent in the pre-rifting period based on finite element modeling, with particular 
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focus on the effect of continental lithosphere, and to quantify the strength of preexisting 

convection that may have contributed to rifting magmatism. 

6.2 Numerical Formulation 

The nondimensionalized governing equations for thermal convection of an incompressible 

fluid are: 

Conservation of mass 

V-u = 0 (6.9) 

Conservation of momentum 

-VP + Vf^CVu + VuT)] - RaTez = 0 (6.10) 

Conservation of energy 

—+ u-Vr = V2r (6.11) 
dt 

where P is normalized pressure, and Ra is the Rayleigh number defined as, 

Ra = ^gA7^ (612) 

Wo 

The spatial scale is normalized with a system height of d, and the temporal scale is 

normalized with a diffusion time scale of d2/K. Temperature is normalized with AT, which 

is the difference between surface temperature (273K) and initial asthenospheric 

temperature (1573K). The temperature-dependent viscosity of equation 6.7 is employed, 

and the initial asthenospheric temperature is used as the reference temperature. The model 

domain is 650 km deep and 1300 km wide (Figure 6-2). The top and bottom boundaries are 

rigid. The surface temperature is fixed at T=273K, and the bottom boundary is insulated. A 

reflecting boundary condition is applied to the side boundaries. No internal heat production 

is considered, so the system is simply cooled from above. Two sets of model geometry are 

considered (Figure 6-2). In model A, 100-km-thick lithosphere is juxtaposed with a 300- 

km-thick lithosphere (Figure 6-2a). The initial temperature field is prepared by solving 

heat conduction subjected to an additional temperature boundary condition of T=1573K at 

z>300 km (for 0<x<650 km) and z>100 km (for x>650 km). In model B, 200-km-wide and 

100-km-thick lithosphere is surrounded by 300-km-thick lithosphere (Figure 6-2b), and its 
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initial temperature field is prepared in a similar manner for model A. The velocity of 

lithospheric mantle with initial temperature of less than 1473K is then fixed as zero. The 

survival of thick cratonic lithosphere for several billion years [e.g., Jordan, 1988] requires 

high activation energy (>500 kJ/mol) or high intrinsic viscosity [Shapiro, 1995; Doin et 

al., 1997], so the rheology of continental lithosphere is probably different from that of 

oceanic mantle. Lenardic and Moresi [1999] suggested that cratonic lithosphere should be 

intrinsically 103 times more viscous than oceanic mantle to account for the longevity of 

cratonic lithosphere, and this 1000-fold increase is indeed expected for highly depleted 

cratonic lithosphere [Jordan, 1979; Phipps Morgan, 1997]. Therefore, the assumed rigidity 

of lithosphere is probably justified for our modeling of small-scale convection. The 

reference viscosity for asthenosphere, /i,, is set at either 1018 or 1019 Pa s. The viscosity 

ratio between asthenosphere and the mantle transition zone (/V/^) 1S either 1 or 100, to 

identify the effect of viscosity layering on small-scale convection. Two values of activation 

energy (200 and 400 kJ/mol) are tested. 

The computational domain is discretized with 51x71 variable-size 2-D quadrilateral 

elements (Figure 6-2c). 2-D numerical solutions to the above coupled differential 

equations are obtained using the finite element method, the implementation of which is 

similar to that of ConMan [King et al, 1990], except for an optional 3-D mean-field 

approximation (Chapter 5). The system is integrated for 200 m.y. The Pangea 

supercontinent was formed during the mid-Carboniferous (-320 Ma), and its integrity was 

maintained until the late Jurassic (-170 Ma) [Scotese, 1984], although incipient rifting 

events were recorded since the mid-Triassic [Veevers, 1989]. Thus, the adopted 

computational period is sufficient to monitor the dynamics of small-scale convection that 

might have been present beneath the supercontinent. Because our interest is limited to 

dynamics with a time scale of 100 m.y. or so, the rigid bottom boundary may be valid to 

describe the boundary between the upper and lower mantle. Both viscosity contrast and 

endothermic phase transition may temporarily hamper material flux through the base of the 

upper mantle [Honda et al, 1993; Tackley et al, 1993; Solheim and Peltier, 1994; Tackley, 

1995]. Though the characteristics of the convective system are often described in terms of 
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the Rayleigh number and the Nusselt number, their use in a transient cooling problem with 

a nonuniform lithospheric lid is limited. Temporal variation in surface heat flux is very 

small because of rigid lithosphere. It is also not obvious how to define a proper system 

height to calculate the interior Rayleigh number [Nataf and Richter, 1982; Christensen, 

1984] with our model geometry. The evolution of the system is thus monitored in terms of 

maximum and minimum vertical velocity components, total kinetic energy, and the 

average internal temperature of a converting region. The maximum vertical velocity and 

the temperature of the converting domain are most relevant to mantle melting when rifting 

allows asthenospheric convection to circulate through shallower depths. 

6.3 Results 

For each model geometry, there are eight different combinations of mantle rheology 

parameters (i.e., two asthenospheric viscosities, two viscosity contrasts, and two choices of 

activation energy), and all combinations are tested. The thinnest lithosphere is initially 

100-km thick in both types of geometry, so small-scale convection with the velocity scale 

exceeding 10 cm/yr is expected beneath the thin spot, based on boundary layer theory 

(Figure 6-la), though the presence of a conducting, cratonic side wall can considerably 

reduce the strength of convection (e.g., Chapter 5). Because the system is only cooled from 

above, asthenospheric temperature must gradually decrease, and a nearly linear decrease 

with a gradient of ~80°C/100 m.y. is observed in all cases. In general, higher reference 

viscosity and higher activation energy result in more sluggish convection, as expected 

(e.g., Figure 6-1). The temporal evolution of sublithospheric convection is, however, found 

to be highly sensitive to the particular choice of rheology parameters, even though our 

parameter range is rather limited. In the following, we will present some representative 

examples of model evolution and discuss them in detail. 

6.3.12-D Solutions 

The evolution of model A with /i,=1018 Pa s, fa/fi^lOO, and £=200 kJ/mol is shown in 

Figure 6-3. The maximum and minimum vertical velocities as well as the average 

temperature of the converting interior are measured for asthenospheric mantle in the 
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vicinity of cratonic lithosphere (z>400 km and 325<x<975 km). The kinetic energy is 

calculated for the entire model domain. The largest peak in the minimum vertical velocity 

(Figure 6-3b) as well as the highest kinetic energy (Figure 6-3c) observed at ~5 m.y. 

corresponds to the formation of the first cold downwelling from the base of thin 

lithosphere. This onset of instability excites small-scale convection, and the maximum 

upwelling velocity fluctuates between 10-20 cm/yr during the first 40 m.y. Due to a 100- 

fold increase in viscosity at the depth of 400 km, this convection is almost confined to the 

asthenosphere (Figure 6-3e and f). There is persistent downwelling along the cratonic side 

wall, but during the first 40 m.y., there is no indication that small-scale convection is 

modulated by cratonic lithosphere. Upwellings are mainly controlled by downwellings 

from the base of thin lithosphere, and they migrate through time. This is because the lateral 

temperature gradient within the cratonic lithosphere is smaller than the vertical temperature 

gradient in the thin lithosphere. The generation of negative buoyancy due to side wall 

cooling is not large enough to compete with random downwellings beneath the thin 

lithosphere. 

After the first 40 m.y. or so, however, the emergence of another convective pattern 

is observed. Whereas the minimum vertical velocity is reduced by about 50%, the 

maximum vertical velocity is still as high as 10 cm/yr (Figure 6-3a and b). This 

corresponds to strong upwelling from the base of the cratonic lithosphere to shallow 

asthenosphere, and this seems to suppress the formation of random downwelling from the 

thin lithosphere (Figure 6-3g and h). Though downwelling along the cratonic side wall is 

still present, which tends to deflect this upwelling (Figure 6-3h), the location of upwelling 

is persistent through time. This stable, larger-scale convection originates from differential 

cooling imposed by the variation in lithospheric thickness. Whereas the vigorous small- 

scale convection efficiently cools the asthenosphere beneath the thin lithosphere, the 

mantle beneath the cratonic lithosphere is relatively uncooled. This leads to the 

development of a large-scale lateral temperature gradient in the sublithospheric mantle, by 

which relatively hot, deep mantle flows to shallower depths. This large-scale flow is 

236 



conceptually similar to a mechanism advocated by King and Anderson [1995; 1998] for the 

generation of continental flood basalts. 

Differential surface cooling, however, does not always result in such large-scale 

convection. Figure 6-4 shows the evolution of model A, with no viscosity contrast at the 

base of asthenosphere, but with otherwise identical mantle rheology. Downwellings 

initiated at the base of lithosphere extend to the bottom, and the strength of convection is 

relatively uniform beneath the lithosphere, due to the uniform reference viscosity 

(Figure 6-4e-h). The convecting domain is thus well mixed, preventing the formation of a 

large-scale lateral temperature gradient. The pattern of convection is mostly determined by 

downwellings from the base of the thin lithosphere and along the cratonic side wall. This 

edge-driven convection [e.g., King and Anderson, 1998] at the cratonic side wall is 

persistently observed over the period of 100 m.y. (e.g., Figure 6-4f and h), except when 

sporadic, stronger downwellings from the thin lithosphere (Figure 6-4b) modulate the 

pattern of convection (Figure 6-4g). Note that a low viscosity for the entire upper mantle is 

unrealistic, and the purpose of this example is simply to illustrate the effect of a viscosity 

contrast on the pattern of sublithospheric convection. Similar model evolution with 

reduced convective vigor is observed by using the reference viscosity of 1019 Pa s. An 

increase in activation energy does not modify the well-mixed nature of convection. 

Another example of model A evolution with /ij=1019Pa s, ^1//i2=100, and 

£■=200 kJ/mol is shown in Figure 6-5. The maximum vertical velocity is on the order of 1- 

2 cm/yr (Figure 6-5a), which is about an order of magnitude smaller than the velocity scale 

observed in the model with JJ,J=10
18

 Pa s (Figure 6-3a). A reduction in velocity is expected 

to be proportional to the square root of an increase in viscosity (equation 6.6), and the 

discrepancy from this prediction suggests that the velocity scale based on the boundary 

layer theory is somewhat overestimated, which results in underestimating the effect of 

temperature-dependent viscosity. Snapshots of a temperature field show a gradual increase 

in the thickness of the top thermal boundary layer (Figure 6-5e-h). This thickening acts to 

slow down the generation of negative buoyancy and to reduce the depth extent of the low 

viscosity layer, both of which in turn result in further thickening of the boundary layer. The 
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effect of differential surface cooling is thus only weakly reflected in sublithospheric 

convection, and a large-scale lateral thermal gradient does not form. 

Results with model B are in general similar to those with model A, except that 

stronger effects of side walls are observed. Figure 6-6 shows the evolution of model B with 

jU^lO^Pas, iu1/Ju2=100, and £=200 kJ/mol. The maximum vertical velocity is about 

8 cm/yr for the first 100 m.y. (Figure 6-6a), which is slightly reduced compared to model 

A with the same rheological parameters (Figure 6-3a). Because of the closely spaced 

cratonic side walls, however, the pattern of small-scale convection is fixed. Return flow to 

downwellings along side walls and from the base of the thin spot takes place as focused 

upwellings into the thin spot as a return flow (Figure 6-6f-h). The effect of differential 

surface cooling is also observed; a broad cold downwelling from the center of the thin spot 

brings uncooled mantle beneath the cratonic lithosphere into the thin spot (Figure 6-6g and 

h). Unlike in model A, this larger-scale flow coincides with the pattern of preexisting 

small-scale convection. 

During the very early evolution of this model, the highest maximum vertical 

velocity (>15 cm/yr) is observed (Figure 6-6a), and this is worth some explanation. 

Snapshots of convection during this high-energy period are shown in Figure 6-7. It is 

clearly seen that vigorous small-scale convection results from the formation of the initial 

downwellings along the side walls, and that focused upwelling in the model center is 

simply due to this model geometry, because this type of initial upwelling is not observed in 

model A (Figure 6-3a). The mechanism of this rapid convection is essentially the same as 

that of the convection models of Mutter et al. [1988] and Boutilier and Keen [1999]. 

Although we prepared the initial temperature field by solving heat conduction to create a 

smooth thermal structure within the lithospheric lid, having a uniformly hot mantle next to 

cold cratonic side walls results in a rapid development of an unstable vertical thermal 

boundary layer within the asthenosphere. This initial small-scale convection, therefore, 

depends solely on how we prepare the initial temperature field, and its origin is somewhat 

artificial. Indeed, this rapid convection quickly reduces its strength within the first 2 m.y. 
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(Figure 6-6a). We would like to emphasize that small-scale convection developed later 

(>10 m.y.) originates mainly in cooling from above, which is of our primary interest. 

The strong side wall effect on the strength of convection can be seen in another 

model run with a 10-fold increase (compared to the previous model) in asthenospheric 

viscosity (Figure 6-8). Small-scale convection severely retarded by side walls cannot 

prevent the growth of the thermal boundary layer, and the thin spot is closed within the 

first 100 m.y. 

6.3.2 3-D Mean-Field Solutions 

The analysis of the convective instability of an isoviscous fluid in the presence of 

conducting side wall suggests that the preferred planform of convection is always 3-D, in 

which convection cells are aligned perpendicular to a side wall (Chapter 5). The velocity 

reduction due to side walls is also shown to be mitigated in 3-D convection. To explore 

this potential importance of 3-D convection in our transient cooling problem, we computed 

3-D mean-field solutions using the method developed in Chapter 5. Though the 3-D mean- 

field approximation can handle only single-mode convection in the out-of-plane 

coordinate, it suffices for our purpose to observe whether 3-D convection is excited in this 

transient problem. Model parameters are identical to that used for 2-D solutions. The initial 

out-of-plane temperature field has random perturbations with an amplitude of 0.1K. The 

out-of-plane wavenumber is set as n for the cases with iu1/Ju2=l, and as 2n for the cases 

with JU/JU^IOO, given the expected spatial scale of convection. In all cases, out-of-plane 

convection is eventually excited, and the strength of convection tends to be increased 

compared to 2-D cases as expected. Though it is probably reasonable to use the 3-D mean- 

field approximation to investigate the pattern of convection confined in asthenosphere such 

as observed in the cases with a 100-fold viscosity contrast, it is less certain how to interpret 

the structure of larger-scale flow such as induced by differential cooling, because the out- 

of-plane wavenumber is prescribed to the scale of small-scale convection. Thus, we focus 

on small-scale convection in the following examples. 

Figure 6-9 shows the evolution of model A with /^lO19 Pa s, iuI//f2=100, and 

£=200 kJ/mol. The mode of out-of-plane convection is excited at -20 m.y. (Figure 6-9d), 
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which coincides with the formation of the first downwelling (Figure 6-9b). The 

contribution of the out-of-plane kinetic energy to the total kinetic energy gradually 

increases in the next 30 m.y. until its proportion reaches -0.5. Due to this excitation of a 3- 

D convective planform, the evolution of sublithospheric convection becomes very different 

from that observed in the 2-D calculation (Figure 6-5). Whereas the maximum vertical 

velocity is only 1-2 cm/yr in the 2-D case, it is about 5 cm/yr in the fully developed 3-D 

convection state (Figure 6-9a). This enhanced convection brings relatively uncooled 

mantle from the mantle transition zone into asthenosphere (Figure 6-9g), slowing down the 

cooling of asthenosphere (Figure 6-9e). The mean-field kinetic energy is comparable with 

the out-of-plane kinetic energy, so the 3-D velocity field has a broad, sheet-like upwelling 

(Figure 6-9h), which is similar to the pattern of 3-D mean-field steady-state convection in a 

fluid bounded by conducting side walls studied in Chapter 5. 

A similar enhancement of convection is also observed for model B. An example of 

model evolution with ^,=1018 Pa s, ^//^plOO, and £=200 kJ/mol is shown in Figure 6-10. 

As in the 2-D case, downwellings along side walls tend to focus upwelling into the thin 

spot. The excitation of out-of-plane convection follows this pattern of convection 

modulated by side walls, as expected from the fact that the out-of-plane temperature field 

must share the same type of symmetry with the mean-field temperature field (Chapter 5). 

We note that the rapid convection observed at the beginning (<2 m.y.; Figure 6-10a and b), 

which is already discussed for the 2-D case in terms of the artificiality of an initial 

temperature condition, does not excite the mode of out-of-plane convection (Figure 6-10d). 

The preference of a 3-D convective planform in a fluid bounded by side walls, as 

suggested in Chapter 5, is only for stationary state convection, and this example indicates 

that it does not apply to the early stage of transient convection. 

A summary of all model runs is presented in terms of the maximum vertical 

velocity and the viscosity of the convecting domain (Figure 6-11). The 20-m.y.-average 

during 200 m.y. is calculated for both parameters. Because the system is simply cooled 

from above, the interior temperature gradually decreases through time, resulting in the 

observed trend with a negative slope. The functional dependence of the vertical velocity on 
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the interior viscosity is generally consistent with the prediction from the boundary layer 

theory, though several factors of difference can be seen in the absolute values of the 

vertical velocity. The closest match is observed for the 3-D mean-field solution of model 

A, with JU^IO
18

 Pa s, /i,/iu2=100, and £=200 kJ/mol, which shows only a factor of ~2 

difference (Figure 6-1 la). This is expected because the simple energetics argument 

becomes more applicable with low viscosity and low activation energy as well as a high 

viscosity contrast. The effect of side walls is minimal in the 3-D mean-field calculation 

with the model A geometry. The major source of this small discrepancy probably comes 

from the episodic nature of convection, which results in a more complicated flow pattern 

than assumed in the boundary layer theory. This tendency of overpredicting the velocity 

scale by equation 6.6 results in a rather optimistic estimate of the influence of temperature- 

dependent viscosity (Figure 6-lb). Increasing the activation energy from 200 kJ/mol to 

400 kJ/mol can considerably reduce the strength of convection, even for asthenospheric 

viscosity of 1018 Pa s (Figure 6-1 la). For the majority of the model runs, the maximum 

vertical velocity lies in a range of 1-10 cm/yr. Given that a typical rifting rate is on the 

order of 1 cm/yr, our result suggests that mantle upwelling could be 10 times more rapid 

than surface divergence, and that the intensity of this active mantle upwelling is sensitive 

to both mantle rheology and the structure of continental lithosphere. 

6.4 Discussion and Conclusion 

As a preliminary attempt to explore the possibility of sublithospheric convection beneath a 

supercontinent, several important complications pertinent to the Earth's mantle have been 

left for future work, such as non-Newtonian rheology and internal heat generation. Because 

the dynamic origin of small-scale convection is the instability of a top thermal boundary 

layer, and because the strength of convection is sensitive to the portion of the boundary 

layer that can be detached, the role of stress-dependent viscosity in destabilizing the 

boundary layer is probably important for finite-amplitude convection [e.g., Solomatov, 

1995; Larsen and Yuen, 1997a; Larsen and Yuen, 1997b]. Internal heat generation acts to 

buffer the interior temperature, so more steady evolution of sublithospheric convection is 
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expected. Heat flux expected from radioactive heat generation within a 500-km-thick 

mantle column ranges from -10 mW/m2 to -20 mW/m2, depending on the estimate of the 

concentrations of radioactive elements in the upper mantle [e.g., Hart and Zindler, 1986; 

Anderson, 1989], so it is not sufficient to completely prevent the secular cooling of 

asthenosphere. Heat flux into the base of cratonic lithosphere, however, could be much 

smaller than 20 mW/m2, because of internal heat generation within continental crust and 

cratonic lithosphere [Jordan, 1988; Jaupart et al., 1998; Rudnick et ai, 1998], so internal 

heating may be able to sustain the mantle temperature beneath cratonic lithosphere. 

To apply the idea of strong sublithospheric convection to rifting magmatism, it will 

be necessary to consider how rifting affects this preexisting convection. Because small- 

scale convection is driven by negative buoyancy, the strength of upwellings probably 

remains similar as long as the distribution of negative buoyancy is not severely destroyed 

by rapid rifting. As rifting proceeds and evolves into seafloor spreading, mantle flow will 

be eventually dominated by plate-driven flow, and it may be important to investigate the 

time scale of this transition as well as the temporal variation in the planform of convection. 

Mantle melting may add further complication to the dynamics of small-scale convection 

[e.g., Tackley and Stevenson, 1993]. 

The purpose of this paper is not to challenge the importance of plumes in mantle 

dynamics. Though they have not been seismically imaged in a convincing manner, a 

number of numerical studies of whole-mantle convection show that plumes are the most 

preferred style of upwelling. Our intention is to point out that "normal" asthenosphere can 

exhibit the rich dynamics of small-scale convection. A currently prevailing tendency in 

studies of large igneous provinces is that anything that cannot be explained by the passive 

upwelling of normal asthenosphere is regarded as the influence of a mantle plume. We 

have shown that, using an acceptable range of rheological parameters for the Earth's upper 

mantle, vigorous upwelling in asthenosphere is a likely state of sublithospheric mantle. A 

variation in the thickness of continental lithosphere can modulate the pattern of convection 

in some cases, and as a result, upwelling tends to be focused toward a thinner spot, which 

is also a potential locus for rifting. Given the limited parameter space of mantle rheology 
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we explored, it is somewhat surprising to observe a great variety of dynamical behavior 

among different model runs, in terms of the strength of convection, the pattern of 

convection, and the style of temporal evolution. Because the upper mantle is not expected 

to be isothermal in the first place, due to various kinds of previous tectonic history [e.g., 

Anderson et al., 1992], the strength of small-scale convection and the temperature of 

convecting region may also be influenced by preexisting thermal anomalies. When we are 

to investigate the origin of some "anomalous" magmatism, therefore, it may be worth first 

questioning what could happen without mantle plumes. 

243 



S-H 

-t—> 
•T-H 

o o 

2 

(a) 

*§   101: 

I , ,      ..(..TI.I.T 

10° , 
101 

q=10 mW/m2 

d=300 km 

1 ■ .       i      i     t    i   t 

1019 

Viscosity [Pa s] 
io20 

200 

150 

< 

(b) 

50 

i   i i i i 

E=200 kJ/mol, p=2.3 

«• ̂  
^ 

100 -E=400kJ/mol,p=2.3 
^a0^ 

tfljS- 

E=400kJ/mol,p=1.0 

101 1019 

Viscosity [Pa s] 
1020 

Figure 6-1. (a) Velocity scale of isoviscous convection subject to a given surface heat 

flux (equation 6.6) is plotted as a function of viscosity. The depth scale of convection is 

set as 300 km. (b) Temperature drop across cold thermal boundary layer (equation 6.4) is 

compared with the maximum temperature drop imposed by temperature-dependent 
viscosity (straight lines, equation 6.8). The reference temperature T0 is set as 1573K. 

Cases for two values of activation energy (200 and 400 kJ/mol) and two values of 
logarithmic viscosity contrast (1.0 and 2.3, corresponding to the viscosity contrasts of 3 
and 10, respectively) are illustrated. 
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Figure 6-2. Initial temperature field for finite element modeling, (a) Model A, in which 
100-km-thick lithosphere is juxtaposed to 300-km-thick lithosphere. (b) Model B, in 
which 200-km-wide and 100-km-thick lithosphere is emplaced in 300-km-thick 
lithosphere. Contours are at 100K interval. Finite element mesh is shown in (c). 
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20 40 60 80 
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Figure 6-3. Evolution of model A, with /z^lO18 Pa s, /^1/Ju2=100, and £"=200 kJ/mol. The 

time series of (a) maximum vertical velocity, (b) minimum vertical velocity, (c) kinetic 
energy, and (d) average temperature of the convecting region are shown for the first 
100 m.y. While kinetic energy is calculated for the entire computational domain, other 
parameters are measured for asthenosphere in the vicinity of thick cratonic lithosphere 
(z>400 km and 325<x<975 km). Snapshots of partial temperature field (325<x<975 km) 
are also shown in (e)-(h), with corresponding velocity field. Gray scales are set to vary 
from rmax-120 (black) to Tmax-20 (white) at each instant, to enhance subtle temperature 

variations in convecting mantle. 100°C contours are also shown. Velocity arrows are 
also normalized by the maximum velocity at each instant, and the scale is given in inset. 
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Figure 6-4. Same as Figure 6-3, but with iu]=1018 Pa s, iu1/iu2=l, and 

£■=200 kJ/mol. Temperature variation in the convecting region is more subtle 
in this example, and gray scales are set to vary from rmax-80 (black) to Tnax 

(white) at each instant. 
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Figure 6-5. Same as Figure 6-3, but with ^,=1019Pas, iu,/iu2=100, and 

£=200 kJ/mol. 
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Figure 6-6. Evolution of model B, with //j=1018 Pa s, ^/^lOO, and 

£=200 kJ/mol. Time series and snapshots are shown in the same manner 
of Figure 6-3. 
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Figure 6-7. Snapshots for the very early evolution of model B presented in 
Figure 6-6. 
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Figure 6-8. Same as Figure 6-6, but with /i^lO19 Pa s, ^//^plOO, and 

£=200 kJ/mol. 
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Figure 6-9. 3-D mean-field solution for model A, with ^lO^Pas, ^1^-100, and 

£=200 kJ/mol. (a) Maximum vertical velocity, (b) minimum vertical velocity, (c) total 
kinetic energy, (d) the fraction of out-of-plane kinetic energy in total kinetic energy, and (e) 

average temperature of the converting region. While total kinetic energy is calculated for the 
entire computational domain, other parameters (shown in a, b, d, and e) are measured for 

asthenosphere in the vicinity of thick cratonic lithosphere (z>400 km and 325<x<975 km). 
Dotted lines denote measurements from the 2-D solution as in Figure 6-5. Two slices of a 
snapshot at 61.9 m.y. are also shown with a 3-D perspective plot. Gray scale varies from 
1180°C (black) to 1280°C (white). 
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Figure 6-10. Same as Figure 6-9, but for model B with ^u^lO18 Pa s, 11^=100, 

and £=200 kJ/mol. A snapshot is shown at 77.1 m.y. 
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Figure 6-11. Summary of model evolution in terms of maximum vertical velocity and 

the viscosity of convecting domain calculated from its average temperature. Average 
values for a time interval of 20 m.y. are calculated for each transient solution with the 

duration of 200 m.y. Dotted line denotes the velocity scale of 2-D steady-state 
isoviscous convection corresponding to surface heat flux of 40 mW/m2 estimated from 
the boundary layer theory (Figure 6-la). 
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